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Image identification and classification is a basic issue in the fields of mainframe 

visualization and pattern recognition. In today’s world, a great deal of unwanted material is 

distributed via the Internet. The unwanted information contained inside images, i.e., image 

spam, endangers email-based communication systems. Unlike textural spam, image spam is 

difficult to be detected by many machine learning (ML) techniques. This paper intends to 

investigate and evaluate four deep learning (DL) methods that may be useful for image spam 

identification. Firstly, neural networks, especially deep neural networks, were trained on 

various image features. Their resilience was measured on an enhanced dataset, which was 

created specifically to outwit existing image spam detection methods. Next, a convolution 

neural network (CNN) was designed, and verified through experiments. Experimental 

results show that our novel approach for image spam identification outshines other current 

techniques in the field. 
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1. INTRODUCTION

In the past decade, the Internet and emails were inundated 

with spam material, i.e., the unsolicited information delivered 

mostly via email. To cope with the proliferation of spam 

emails, various techniques have been developed to 

differentiate spam from genuine content. Symantec [1, 2] 

detected spam content in 90.4% of all emails. Spam emails 

may include phishing links and viruses, as well as advertising 

and pornographic content, posing a serious threat to user 

privacy. 

Originally, spam was only accessible in the form of text 

messages. Thanks to the advancement of machine learning 

(ML), many classifiers have emerged recently to filter spam 

based on the content of the email. According to the contents of 

the received emails, Kim et al. [3-5] applied four ML 

techniques to filter spam emails, including k-nearest neighbors 

(k-NN), support vector machine (SVM), and naïve bayes (NB), 

and found that these classifiers can distinguish between 95% 

of text-based spam from other kinds of spam. 

With the passage of time, it is increasingly easy and 

straightforward to detect content-based spam emails. Google, 

Microsoft, and Yahoo employed techniques that are very 

accurate in distinguishing spam emails from genuine ones. 

However, spammers never give up in designing new 

techniques to deceive the content-based classifiers. This is 

how image spam comes into being. Image spam delivers 

unwanted textual material to the receiver in the guise of 

images. 

There has been a significant technical progress in the 

extraction of text from images. For example, optical character 

recognition (OCR) can identify and detect various kinds of 

image text [6-11]. The general procedure of image text 

extractors is to segment the textural areas inside the target 

image, and extract the text from these areas, using various 

methods [12-15]. However, image spam cannot be effectively 

identified by a single text-based classifier [16-22]. One reason 

lies in the difficulty in segmenting textural [23-29] areas 

within the target image. To make matters worse, spammers 

began to resort to obfuscation to reduce the effectiveness of 

OCR [24-32] tools. 

Wang and Cloete [1] and Baziotis et al. [6] were the first to 

detect spam images by directly classifying the images, in the 

light of image features. Their research combines image 

processing techniques with multiple ML models. Drawing on 

their findings, this paper trained multiple deep neural networks 

on image features, as an alternative of the previously used ML 

techniques. These DL techniques, such as image-centered 

convolutional neural networks (CNNs), were evaluated on an 

expanded spam dataset produced by Wang and Cloete [1]. 

The remainder of this paper is organized as follows: Section 

2 explains the research problem and its underlying rationale, 

and reviews the relevant work in this field. Section 3 gives the 

background information, topics, and terminology. Section 4 

introduces the experimental datasets, the training architecture 

for ML and DL models, and analyzes the experimental results. 

Section 5 concludes the research, and looks forward to future 

research. 

2. LITERATURE REVIEW

Spam email detection has piqued the interest of academics. 

Many efforts have been done to identify spam emails. This 

section reviews the previous studies that categorize spam with 

ML and DL techniques. 

Srinivasan et al. [10] relied on embeddings in DL to 

improve the detection accuracy of spam emails, and developed 

a method that outperforms the traditional email representation 

techniques. To detect and classify phishing communications, 
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Soni [11] built Themis, a DL model, on an enhanced region-

based CNN (RCNN). The model can distinguish between 

email headers and email content, at both the character level 

and the word level. Experimental results show that Themis has 

an accuracy of 99.84%, much higher than that of long-short 

term memory network (LSTM) and CNN. 

In contrast to prior work, Hassanpur et al. [12] transformed 

emails to vectors using the word2vec package rather than rule-

based methods. The vector representations were fed into a 

neural network, which acts as the learning model of neural 

network representations. Their approach achieved an accuracy 

higher than 96%, compared to standard ML techniques. 

After processing email content and extracting email features, 

Egozi and Verma [13] evaluated the efficiency of natural 

language processing (NLP) in distinguish phishing emails. 

The evaluation metrics include the number of words, the 

number of stop words, the number of punctuation marks, and 

the number of uniqueness factors in email samples. Based on 

linear kernel-SVM, an ensemble learning model was trained 

using the 26 extracted features, and proved capable of 

pinpointing more than 81% phishing emails and 96% of ham 

emails in the real world. 

With the aid of a hybrid CNN, Seth and Biswas [14] 

analyzed the visual and linguistic information of an email, and 

determined whether the email is spam or a ham message. Their 

model realized a high precision, as it accurately recognized 

98.87% of email samples. Ezpeleta et al. [15] demonstrated 

that the sentiment analysis of emails facilitates the detection of 

spam emails, and found that using polarity score, which 

reflects the semantics of email content, increased the accuracy 

of spam classification by up to 99.21%. Bibi et al. [16] 

compared the accuracy of earlier spam filtering systems on 

various datasets. 

 

 

3. METHODOLOGY 

 

The advancements in Earth observation technology bring an 

exponential growth of spam images, signals the advent of the 

era of the big data. One of the most recent issues is to 

accurately capture the enormous volumes of spam data that are 

generated. DL provides a cutting-edge method for analyzing 

the spam data. As a typical DL model, CNNs can extract 

features directly from large volumes of image data, and excel 

in exploiting the semantic components of visual data.  

CNNs have achieved remarkable success in computer 

vision. They could be adopted to analyze spam data, and 

extract features, making it possible to accomplish fast, 

affordable, and accurate analysis and extraction. Therefore, 

this paper aims to overview CNN-based DL classifiers of spam 

images, and discuss their future prospects. 

To begin with, CNNs and their basic concepts and 

properties were introduced concisely. Then, the recent 

breakthroughs and structural improvements in CNN models 

were combed through, which make CNNs more suitable for 

spam image classification. Data augmentation and spam image 

classification were tackled with publicly accessible datasets. 

Next, three common CNN applications in spam image 

classification were discussed: scene classification, spam 

image detection, and spam image segmentation. The authors 

identified the issues of CNN-based spam image classification, 

and explored the possible ways to solve these issues. The 

exploration will assist spam scientists in handling 

classification challenges with the most up-to-date DL 

algorithms and approaches. 

On this basis, this paper provides an end-to-end technique 

employing CNNs to classify satellite images densely and 

pixel-by-pixel. When images are sent into the system, CNNs 

are automatically trained to build classification maps. The 

authors firstly set up a fully convolutional architecture, and 

demonstrated its application in dense classification. Next, a 

two-step approach was adopted to overcome the poor quality 

of training data: an initial training set was prepared from data 

that may or may not be accurate, and subsequently refined with 

more accurate training data. Finally, a multi-scale neuron 

module was designed to strike a balance between recognition 

accuracy and positioning effect. Several studies have shown 

that our networks can produce fine-grained classification maps. 

 

3.1 CNN model 

 

3.1.1 Convolution 

So far, the authors have specified the fundamental 

components in the creation and training of fully connected 

neural networks. To apply neural networks to image 

processing, it is important to define convolutional layers. 

For layer k, the width (𝑈𝑚) and height (𝑉𝑚) depend on stride 

(𝑡𝑚), which can be expressed as a rectangle. 

 

𝑈𝑚= 

𝑈𝑚−1

𝑡𝑚

 

𝑉𝑚= 

𝑉𝑚−1

𝑡𝑚

 

 

This connection between output dimensions may be used to 

create a convolutional layer: 

 

µm
con  : S

Vm−1 X U
m−1 X nm−1   →  S

Vm X umXnm  

 

To implement convolution, it is necessary to firstly specify 

and construct a patch at the desired position (E, F): 

 

𝑄(𝑒,𝑓)
(𝑚−1)

 ∈  𝑆𝑚 𝑋 𝑚 𝑋  𝑛.
𝑚−1

 

𝑄(𝑒,𝑓)
(𝑚−1)

 ⊂  𝑝𝑚−1 

 

The sub-indices (I; j) of patch 𝑄(𝑒,𝑓)
(𝑚−1)

 consist of a direct 

reference to the features located at sub-index (c,d) of the result. 

The elements of the patch can be described by these indices: 

 

𝑄(𝐸,𝐹)(𝑒,𝑓)
(𝑚−1)

 ∈  𝑆𝑛(𝑚−1) , 0 < 𝑒 ≤ 𝑚, 0 < 𝑓 ≤ 𝑀 

𝑗(𝑐,𝑑)
(𝑚−1)

 ∈  𝑆𝑛(𝑚−1) , 0 < 𝑐 ≤𝑉𝑚−1
, 0 < 𝑑 ≤ 𝑈(𝑚 − 1) 

 

This direct reference can be expressed as: 

 

𝑄(𝐸,𝐹)(𝑒,𝑓)
(𝑚−1)

  = 𝑗(𝑐,𝑑)
(𝑚−1)

 

 

where, the connection between sub-indices of the output layer 

(c, d) and the patch ((E,F), (e, f)) can be defined as: 

 

𝑐 = 𝐸𝑢𝑚  +  ( 𝑒 − [
𝑝

2
]) 

𝑑 = 𝐹𝑢𝑚  +  ( 𝑓 − [ 𝑝/2]) 

 

If c and d are smaller than 0, i.e., e=0 and E=0, or c and d 

are greater than 0, i.e., c=0 and d=0, then 𝑈𝑚−1 and 𝑣𝑚−1 . 
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Similarly, zero is allocated to the comparative standards of the 

covers, and vice versa. This technique is called the identical 

padding method.  

Considering the meaning of a covering 𝑄(𝐸,𝐹)
(𝑚−1)

 and the 

directories connected to it, the following deposit can be 

produced as: 

 

µm
con 𝑄.

(𝑚−1) =  𝑄𝑚 =  𝑄(𝐸,𝐹)
(𝑚−1)

 / ∀ (𝐸, 𝐹) 

 

The weight and the bias can be defined as: 

 

𝑝𝑚  ∈ 𝑆𝑚 𝑋 𝑚 𝑋  𝑛.
𝑚−1 𝑋 𝑛.

𝑚

 

𝑐𝑚  =  𝑈𝑛(𝑚) 

 

Each patch 𝑄(𝐸,𝐹)
(𝑚−1)

 defined by the outputs of the preceding 

layer exists for each brace of directories (E, F). To compute 

the set Q, the weight, the bias, and the activation function need 

to be applied to these coverings Q (m). On this account, it is 

possible to estimate the complexity of the convolution 

operation, which is visualized in Figure 1. 

 

∅ µm
con  =  ∅ ( 𝑢𝑚 𝑉𝑚  𝑀2   𝑛.

𝑚−1 𝑋 𝑛.
𝑚

) 

 

 
Figure 1. Visualization of convolution operation 

 

3.2 Pooling 

 

Like stride, pooling is a way to reduce the dimensionality of 

a layer’s width (𝑈𝑚) and height (𝑉𝑚) by reducing the number 

of sub-layers in the layer. There are various pooling techniques 

serving different objectives. Similarly to the convolution 

operation, pooling is compatible with patches 𝑄(𝐸,𝐹)(𝑒)
(𝑚−1)

 ∈

 𝑆𝑛 𝑋 𝑛 . The only difference is that pooling uses simpler 

functions, instead of applying weight, bias, and activation 

function. 

Max pooling considers the maximum in a channel within 

the patch. The first sub-index of a patch refers to a node 

defined as: 

 

𝑄
(𝐸,𝐹)(𝑒)

(𝑚−1)
 ∈  𝑆𝑛 𝑋 𝑛 , 0 < 𝑒 ≤ 𝑛𝑚−1 

 

On this basis, max pooling can be defined as: 

 

µ
m
(maxpool)  𝑄

.
(𝑚−1) =  𝑄𝑚  =  𝑄(𝐸,𝐹),𝑒

(𝑚−1)
 /∀ (𝐸, 𝐹),e) ( ∃𝑄(𝐸,𝐹),𝑒

(𝑚−1)
) 

𝑗(𝐸,𝐹),𝑒

(𝑚−1)
 = ∑ ∑

𝑄(𝐸,𝐹)𝑒,𝑐.𝑑 

(𝑚−1)

𝑀2

𝑚
𝑑=1

𝑚
𝑐=1  

 

In other words, there is a M×M matrix for any index (E, F). 

The mean of a matrix refers to the output at index (E, F), e in 

the example above. 

3.3 Fully connected layers 

 

As its name suggests, fully connected layers link all the 

inputs from one layer to every activation unit of the next layer. 

In most fully connected layers, the bias is included to explain 

the system coefficients after completing a full connection 

operation. Figure 2 illustrates two fully connected layers. 

The full convolution operation 𝛼𝑚
𝐺𝐻 can be expressed as a 

function of the weight and the bias: 

 

𝑗𝑚 =  𝛼𝑚
𝐺𝐻 𝑗(𝑚−1) = (𝑗(𝑚−1))𝑆 𝑈𝑚 + 𝐶𝑚 

 

The computational complexity of 𝛼𝑚
𝐺𝐻 can be obtained by: 

 

µ (𝛼𝑚
𝐺𝐻) = µ (𝑛(𝑚−1) 𝑛(𝑚)) 

 

 
 

Figure 2. Two fully connected layers, 𝑙(𝑚−1) and 𝑙(𝑚), 

associated by 𝑛(𝑚) 

 

3.4 Average pooling 

 

Average pooling refers to the standards inside the covering 

per station. The sub-indices of covering 𝑄(𝐸,𝐹)
(𝑚−1)

 can be defined 

as: 

 

𝑄
(𝐸,𝐹)(𝑒,𝑐,𝑑)

(𝑚−1)
 ∈  𝑆 

 

Thus, average pooling can be defined as: 

 

µ
m
(avgpool)  𝑄

.
(𝑚−1) =  𝑄𝑚  =  𝑄(𝐸,𝐹),𝑒

(𝑚−1)
 /∀ (𝐸, 𝐹),e) ( ∃𝑄(𝐸,𝐹),𝑒

(𝑚−1)
) 

𝑗(𝐸,𝐹),𝑒

(𝑚−1)
 = ∑ ∑

𝑄(𝐸,𝐹)𝑒,𝑐.𝑑 

(𝑚−1)

𝑀2

𝑚
𝑑=1

𝑚
𝑐=1  

 

That is, for every index (E, F), e, there exists an equivalent 

matrix of size m×m. When the output is at index (E, F), e, the 

value of the output is the mean the corresponding matrix. 

 

 

4. EXPERIMENTS AND RESULT ANALYSIS  

 

4.1 Datasets 

 

4.1.1 Dredze dataset  

Wang and Cloete [4] developed an image spam dataset, 

which includes lots of original files in various formats, e.g., 
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gif, txt, and jpg. The dataset was pre-processed to expand its 

size. Then, experiments were carried out using a mix of Dreze 

spam dataset and Dreze customised dataset. A subset of the 

latter dataset is the subjects of Wang and Cloete [1] and 

Baziotis et al. [6]. In total, the preprocessing produced 3,165 

customised spam images, including 1,760 ham images, and 

10,937 spam dataset images. 

 

4.1.2 Image Spam Hunter (ISH) dataset  

The ISH dataset contains both ham and spam images. For 

our experiments, 922 spam images and 820 ham images were 

extracted from the ISH dataset. 

 

4.2 Performance metrics 

 

True positive (TP) refer to the data points whose actual class 

is 1 (True), and projected class is also 1 (True). 

True negative (TN) refer to the data points whose actual 

class is 0 (False), and projected class is also 0 (False). 

False positive (FP) refer to the data points whose actual 

class is 0 (False), and projected class is 1 (True). 

False negative (FN) refer to the data points whose actual 

class is 1 (True), and projected class is 0 (False). 

Accuracy refers to the correct number of predictions out of 

total number of predictions. 

 

Accuracy = True Positive / (True Positive+True 

Negative)*100 

 

Precision refers to the ratio of TP to the sum of TP and FP. 

 

Precision = TruePositives / (TruePositives + FalsePositives) 

 

Recall refers to the ratio of TP to the sum of TP and FN. The 

correct identification, collection, and classification of image 

patterns (knowledge) depend on the recall.  

 

Recall = TruePositives / (TruePositives + FalseNegatives) 

 

F-score is the harmonic mean between precision and recall. 

 

F-Measure = (2 * Precision * Recall) / (Precision + Recall) 

 

 
 

Figure 3. Accuracy on Dredze dataset 

 

The detection accuracy of our model and several current 

models was tested on Dredze dataset. The results are reported 

in Figure 3. Obviously, our model was more accurate than the 

other models in the accuracy of detecting spam images in 

Dredze dataset. 

 
 

Figure 4. Precession on Dredze dataset 

 

Figure 4 presents the precision of our model and several 

current models on Dredze dataset. It is clear that our model 

outshines the other models in the precision of detecting spam 

images in Dredze dataset. 

 

 
 

Figure 5. Recall on Dredze dataset 

 

Figure 5 displays the recall of our model and several current 

models on Dredze dataset. It can be learned that our model 

worked better than the other models in the recall of detecting 

spam images in Dredze dataset. 

 

 
 

Figure 6. F-score on Dredze dataset 

 

Figure 6 shows the F-measure of our model and several 

current models on Dredze dataset. It can be observed that our 

model did better than the other models in the F-measure of 

detecting spam images in Dredze dataset. 
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Figure 7. AUC on Dredze dataset 

 

Figure 7 shows the area under the curve (AUC) of our model 

and several current models on Dredze dataset. It was found 

that the other models performed worse than our model in the 

AUC of detecting spam images in Dredze dataset. 

 

 
 

Figure 8. Accuracy ISH dataset 

 

 
 

Figure 9. Precession ISH dataset 

 

Figures 8 and 9 shows the accuracy and precision of our 

model and several current models on ISH dataset. The two 

figures testify that our model realized the best performance in 

terms of accuracy and precision on various spam images in the 

dataset. 

Figures 10 and 11 shows the recall and F-measure of our 

model and several current models on ISH dataset. The two 

figures reflect that our model surpassed the other models in 

terms of both measures on various spam images in the dataset. 

 

 
 

Figure 10. Recall ISH dataset 

 

 
 

Figure 11. F-score ISH dataset 

 

 
 

Figure 12. AUC ISH dataset 

 

Finally, Figure 12 shows the AUC of our model and several 

current models on ISH dataset. It is clear that our model 

accomplished the spam image detection task better than the 

other models. 

 

 

5. CONCLUSIONS 

 

Image spam is a hot topic among researchers. Many spam 

images are almost photo-quality images with various colours, 

and are composed of several photos. As a result, it is 

immensely difficult to classify spam images, not to mention 

differentiating between them and photos. This paper presents 

a powerful CNN-based classifier, and tests its performance on 

real-world spam image datasets. The CNN receives input in 

the form of images, and classifies them as spam or legitimate. 

Compared to state-of-the-art techniques, our model achieved 

an accuracy of nearly 98% and a FP of 0.03%. The future 
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research will refine the algorithm, and create a comprehensive 

classification system, capable of identifying textual spam 

images. 
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