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 In this paper an improved ultraspherical window is developed for designing quadrature 

mirror filters banks (QMF) with the help of a real coded genetic algorithm (RCGA). In fact, 

the ultraspherical window is modified by adding a parameter (α) which to improve the 

spectral parameters. Then, RCGA is used to find optimal values of the adjustment 

parameters, the side-lobes ratio of ultraspherical window and the cut-off frequency of the 

low-pass prototype filter. This latter, is used to derive all the filters of QMF banks. When 

the developed QMF banks are exploited for speech enhancement algorithm based on 

wavelets techniques it gives good performances in terms of Perceptual Evaluation of Speech 

Quality (PESQ) and Signal to Noise Ratio (SNR). In addition to this, when compared to 

Dolph-Chebyshev, Kaiser and the original Ultraspherical windows the modified 

Ultraspherical window gives better performance referred to the obtained simulation results. 
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1. INTRODUCTION 

 

In digital signal processing (DSP) the analysis window is a 

mathematical function that is zero valued outside of a given 

interval. It is widely used in many applications of DSP such as 

spectral analysis [1], digital filters design [2], beam forming 

techniques [3] and antenna design [4]. The window function 

can be classified into two types. The first type is known as 

fixed window function it has only one single parameter called 

window length, which is used to control the main lobe width. 

The Hanning, Hamming, Blackman, Triangular and 

Rectangular window are some examples of fixed window 

functions [5]. The second type, known as adjustable window 

function, it has one or more adjustment parameters besides the 

window length, which are used to improve spectral 

characteristics, among them is Kaiser [6], Dolph-Chebyshev 

[7], Cosh [8], ultraspherical [9] and Saramaki [10] windows. 

In fact, the Kaiser window approximates the discrete prolate 

spheroidal sequence function (DPSS), which have the 

particularity of maximum energy concentration in the main 

lobe. The Dolph-Chebyshev window is controlled by two 

parameters to produce minimum main lobe width for a 

specified maximum side-lobe. The ultraspherical window has 

three parameters that control the side lobes amplitude relative 

to the main lobe.  

During the last decades a lot of effort has been made to 

design and optimize analysis window functions with desired 

specifications for different applications of signal processing. 

In fact, Kumar and Kuldeep [11] present an improved Dolph-

Chebyshev window function by adding a third parameter (α) 

to improve the spectral characteristics in terms of smaller 

ripple ratio and the wider main lobe width. Then the developed 

window was exploited for designing QMF banks, and it gives 

better performance in term of computational time, amplitude 

distortion and aliasing distortion compared to others modified 

Kaiser and Cosh window. A new window function is 

developed using the product of Hamming and Gaussian 

windows [12], it offers better spectral parameters in term of 

minimum side lobe peak. When it is exploited for FIR filters 

design it achieves minimum ripple ratio compared to the 

designed filters using the Hamming, Blackman, Gaussian, and 

Kaiser windows. Therefore, in this paper modified 

ultraspherical window function is developed and used for 

designing QMF banks. This latter, are exploited to enhance 

speech signals. The paper is organized as follows. Section 2 

explains the principle of analysis and synthesis using QMF 

banks. Section 3, presents the optimized ultraspherical 

window. Section 4, discusses the QMF banks design using 

modified ultraspherical window and RCGA. The methodology 

of speech enhancement based on wavelet techniques is given 

in section 5. Section 6, depicts simulation results and 

comparative study of performances. Finally, a conclusion is 

given in section 7.  

 

 

2. QUADRATURE MIRROR FILTER (QMF)  

 

QMF is a two channel filter bank, which the principle 

consists of decomposing an input signal x(n) into two sub-

bands using a low-pass analysis filter H0(z) and a high-pass 

analysis filter H1(z). The obtained sub-bands are down-

sampled by a factor of 2. After a processing stage, each sub-

band is up-sampled by a factor of 2 and passing through a low-

pass synthesis filter G0(z) and high-pass synthesis filter G1(z). 

Finally, to reconstruct the output signal y(n) the sub-bands are 

recombined. Figure 1 shows the block diagram of QMF [13-

17].  
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Figure 1. A general structure of two channels QMF bank 

 

The relationship between the x(n) and y(n) signals in z-

transform is expressed as: 

 

𝑌(𝑧) =
1

2
[𝐻0(𝑧)𝐺0(𝑧)+H1(𝑧)𝐺1(𝑧)]𝑋(𝑧)  

+
1

2
[𝐻0(-z)𝐺0(𝑧)+H1(-z)𝐺1(𝑧)]𝑋(-z)  

(1) 

 

For QMF banks design there are three types of distortion 

can be occurred; aliasing, phase and amplitude distortions. The 

aliasing distortion is due to the non-idealness of the designed 

filters, which can be eliminated by the use of a suitable design 

of the synthesis filters: G0(z)=H1(-z) and G1(z)=-H0(-z). The 

phase distortion is caused by the nonlinear phase response of 

the filter; it can be eliminated by the use of a linear phase FIR 

(|𝐻0(𝑒𝑗𝜔)|𝑒−𝑗𝜔(𝑁−1)/2 ) of even length (N). The amplitude 

distortion (or peak reconstruction error (PRE)), can never be 

eliminated completely. Then, the Eq. (1) becomes: 

 

𝑌(𝑧) =
1

2
[𝐻0

2(𝑧)+H0
2(-z)]𝑋(𝑧)  (2) 

 

Let 𝐹(𝑧) =
𝑌(𝑧)

𝑋(𝑧)
, the Eq. (2) becomes: 

 

𝐹(𝑧) =
1

2
[𝐻0

2(𝑧)+H0
2(-z)]  (3) 

 

Then, the frequency response of the QMF filter bank can be 

expressed as follows: 

 

𝐹(𝑒𝑗𝜔) =
𝑌(𝑒𝑗𝜔)

𝑋(𝑒𝑗𝜔)
=

𝑒−𝑗𝜔(𝑁−1)

2
[|𝐻0(𝑒𝑗𝜔)|

2
−

(−1)𝑁−1|𝐻0(𝑒𝑗(𝜔−𝜋))|
2

]  
(4) 

 

where, 𝑧 = 𝑒𝑗𝜔 and 𝐻0(𝑒𝑗𝜔) = |𝐻0(𝑒𝑗𝜔)|𝑒−𝑗𝜔(𝑁−1)/2. 

The condition of perfect reconstruction implies that the 

QMF bank has a magnitude response 𝐹(𝑒𝑗𝜔) must be unity: 

 

𝐹(𝑒𝑗𝜔) = (|𝐻0(𝑒𝑗𝜔)|
2

+ |𝐻0(𝑒𝑗(𝜔−𝜋))|
2

= 1  (5) 

 

If this equation is evaluated at frequency (ω=0.5π), the 

perfect reconstruction condition reduces as follow: 

|𝐻0(𝑒𝑗
𝜔

2 )|=0.707. 

If this condition is not satisfied then a PRE is occurred, 

which can be expressed using the following equation [18]:  

 

𝑃𝑅𝐸 = 𝑚𝑎𝑥 {20 𝑙𝑜𝑔 (|𝐻0(𝑒𝑗𝜔)|
2

+

|𝐻0(𝑒𝑗(𝜔−𝜋))|
2

)}  
(6) 

  

It can be remark from the above equation that the PRE 

function can be minimized by the use of appropriate prototype 

filter. Thus, for filter design using windowing techniques the 

choice of window function carefully allows for maximizing 

the prototype filter quality.  

 

 

3. MODIFIED ULTRASPHERICAL WINDOW 

 

The ultraspherical window of length N can be expressed as 

[19]: 

 

𝑊(𝑛) =
1

𝑁+1
[𝐶𝑁

𝜇(𝑥0) +

∑ 𝐶𝑁
𝜇

(𝑥0 𝑐𝑜𝑠 (
𝑘𝜋

𝑁+1
)) 𝑐𝑜𝑠 (

2𝑛𝑘𝜋

𝑁+1
)

𝑁

2
𝑘=1 ]  

(7) 

 

where, 𝐶𝑁
𝜇(𝑥)  represents the ultraspherical polynomial or 

Gegenbauer polynomials, it can be expressed as follow: 

 

𝐶𝑁
𝜇(𝑥) =

1

𝑁
[2(𝑁 + 𝜇 − 1)𝑥𝐶𝑁−1

𝜇 (𝑥) + (𝑁 + 2𝜇 −

2)𝐶𝑁−2
𝜇 (𝑥)]  

(8) 

 

𝐶1
𝜇

= 2𝜇𝑥  (9) 

 

𝐶2
𝜇

= −𝜇 + 2𝜇(1 + 𝜇)𝑥2  (10) 

 

The parameter μ controls the window Fourier transform 

side-lobe roll-off ratio and the parameter x0 provides a trade-

off between the ripple-ratio and a width characteristic. For 

μ→0 the Eq. (11) gives Dolph-Chebyshev window function, 

μ≈3-4 gives Hann window and for 0<μ<-1 the side lobes 

increase in magnitude with frequency.  

For filter design using ultraspherical window these 

parameters must be chosen such that the filter specifications 

are satisfied [20]. 

In this work, the original ultraspherical window is modified 

by adding a parameter (α) which to improve the spectral 

characteristics in terms of the ripple ratio and side-lobe roll-

off ratio. The modified ultraspherical window can be 

expressed as follow:  

 

𝜔(𝑛) =
1

(𝑁+1)𝛼 [𝐶𝑁
𝜇(𝑥0) +

∑ 𝐶𝑁
𝜇

(𝑥0 𝑐𝑜𝑠 (
𝑘𝜋

𝑁+1
)) 𝑐𝑜𝑠 (

2𝑛𝑘𝜋

𝑁+1
)

𝑁

2
𝑘=1 ]

𝛼

  

(11) 

 

Figure 2 and the corresponding data given at Table 1 shows 

the effect of the adjustable parameter (α) on the ultraspherical 

window spectrum for constants values of μ=2 at x0=1.005 and 

window length N=51: 

It is clear from Figure 2 and Table 1 that the increments of 

the adjustment parameter (α) implies an increase of the main 

lobe width decrease the ripple ratio and the side-lobe roll-off 

ratio for fixed values of μ=2 and x0= 1.005. Therefore, the 

adjustment parameter makes the modified ultraspherical 

window more flexible compared to the classical ultraspherical 

window. 
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Figure 2. Effect of the adjustment parameter (α) on the ultraspherical window 

 

Table 1. Comparison of the spectral parameters for different values of adjustment parameter (α) 

 
Window α ωR(rad/s) Ripple ratio (dB) Side-lobe roll-off ratio 

Ultraspherical window 1 0.083 37.788 27.104 

Modified ultraspherical window 1.5 0.111 55.173 51.485 

Modified ultraspherical window 2 0.142 72.152 58.011 

 

 

4. RCGA FOR QMF BANKS DESIGN USING 

MODIFIED ULTRASPHERICAL WINDOW  

 

In this section, real coded genetic algorithm (RCGA) is 

exploited for finding the optimal spectral parameters (μ, x0, α) 

of modified ultraspherical window and the cutoff frequency 

(ωc) of the prototype filter, in order to develop efficient QMF 

banks. 

Generally, genetic algorithms (GA) are optimization 

techniques inspired by natural evolution. They are used to 

generate efficient solutions to optimization problems by 

relying on biologically inspired operators such as: selection, 

crossover and mutation. 

Figure 3 illustrates the flowchart of the RCGA used for 

optimizing the prototype filter parameters, which it is involves 

a number of different steps adapted for designing prototype 

filters. 

Step 1. create a random initial population of chromosomes: 

 

 
 

Figure 3. A flowchart of QMF banks design using GA 
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initial population =(

[𝜔𝑐1 𝜇1 𝑥01 𝛼1]1

[𝜔𝑐2 𝜇2 𝑥02 𝛼2]2

   ⋮         ⋮
[𝜔𝑐𝑛  𝜇𝑛 𝑥0𝑛 𝛼𝑛]𝑛

)

0

 

 

where, 𝜔𝑐𝑖/𝑖=1,2,...,𝑛  represent the initial cutoff frequency 

values of the prototype filter and 𝜇𝑖/𝑖=1,2,...,𝑛 , 𝑥0𝑖/𝑖=1,2,...,𝑛 , 

𝛼𝑖/𝑖=1,2,...,𝑛 the initial parameters of the modified ultraspherical 

window function (usually μ≥1 and x0≥1). 

Step 2. Evaluate the fitness functions 𝑓(𝜔𝑐𝑖 ,  𝜇𝑖 ,
𝑥0𝑖 , 𝛼𝑖)/𝑖=1,2,...,𝑛

 for each individual and design the prototype 

filters based on modified ultraspherical window, then calculate 

the magnitude responses (MRC): 

 

𝑀𝑅𝐶𝑖/𝑖=1,2,....,𝑛 = |𝑒𝑗𝜔𝑐𝑖| at 𝜔 =
𝜋

2
 (12) 

 

𝐸𝑟𝑖/𝑖=1,2,....,𝑛 = |𝑀𝑅𝐼 − 𝑀𝑅𝐶𝑖| (13) 

 

where, the magnitude response in the ideal condition (MRI) is 

equal to 0.707and 𝐸𝑟𝑖/𝑖=1,2,....,𝑛 is the fitness function. 

Step 3. If the maximum number of generations is reached 

or Er≤Tol (Tol: tolerance) then RCGA algorithm stop. 

Otherwise RCGA algorithm repeats the following steps: 

- Selection: consists in selecting individuals from the 

population for reproduction based on the relative fitness 

value of each individual. The selection can be performed 

by using Elitist function; the best individuals of each 

generation are guaranteed to be selected. 

- Crossover: to apply the crossover operator, the 

chromosomes are randomly selected from the population. 

Then the chromosomes are chopped into parts at the 

crossover point and they exchange their parts.  

- Mutation: randomly alters each gene with a small 

probability, usually less than 10%. This operator 

introduces innovation into the population and helps 

prevent premature convergence on a local maximum. 

- Replace the current population with the new population. 

 

new population=(

[𝜔𝑐1𝜇1 𝑥01 𝛼1]1

[𝜔𝑐2
𝜇2 𝑥02 𝛼2]2

⋮ ⋮
[𝜔𝑐𝑛

𝜇𝑛 𝑥0𝑛 𝛼𝑛]𝑛

) 

 

- Go to step 2. 

Step 4. Stop and design prototype filter using the optimized 

parameters. 

Table 2 illustrates tow optimized prototype filters using 

modified ultraspherical window and RCGA for different filters 

length (40 and50). The optimal settings of the RCGA as shown 

in Table 3 and the associated QMF banks are given in Figures 

4 and 5. 

 

Table 2. Optimized prototype filters coefficients based on 

modified ultraspherical window 

 
N Modified Ultraspherical 

window: μ=2, x0= 

3.552115681083168 

α=1.880512388091985 

𝝎𝒄=0.552 

Modified Ultraspherical 

window: μ=2, 

x0=1.004381233990749, 

α=0.118292522778291 

𝝎𝒄=0.5068 

1 0.000000000000000 0.007405125497528 

2 0.000000000000000 -0.002474905928106 

3 -0.000000000000000 -0.009420210751112 

4 -0.000000000000002 0.003481007245895 

5 0.000000000000368 0.011163206985787 

6 0.000000000000174 -0.004658644988645 

7 -0.000000000344006 -0.012981123313748 

8 0.000000001940887 0.006094563579390 

9 0.000000074985647 0.015015805527867 

10 -0.000000520182139 -0.007890395696965 

11 -0.000004877296413 -0.017411232939896 

12 0.000037401671299 0.010199912946942 

13 0.000101446934606 0.020374492408386 

14 -0.000991139297799 -0.013280669464605 

15 -0.000420480334635 -0.024255874093758 

16 0.011441470521815 0.017605631804231 

17 -0.006493081366513 0.029726729536558 

18 -0.068797041014316 -0.024151593722993 

19 0.091129091166720 -0.038278959810925 

20 0.485385977803475 0.035315986642234 

21 0.485385977803475 0.054052516444313 

22 0.091129091166720 -0.058976459541863 

23 -0.068797041014316 -0.094431588343764 

24 -0.006493081366513 0.145026402089081 

25 0.011441470521815 0.454940713139490 

26 -0.000420480334635 0.454940713139490 

27 -0.000991139297799 0.145026402089081 

28 0.000101446934606 -0.094431588343764 

29 0.000037401671299 -0.058976459541863 

30 -0.000004877296413 0.054052516444313 

31 -0.000000520182139 0.035315986642234 

32 0.000000074985647 -0.038278959810925 

33 0.000000001940887 -0.024151593722993 

34 -0.000000000344006 0.029726729536558 

35 0.000000000000174 0.017605631804231 

36 0.000000000000368 -0.024255874093758 

37 -0.000000000000002 -0.013280669464605 

38 -0.000000000000000 0.020374492408386 

39 0.000000000000000 0.010199912946942 

40 0.000000000000000 -0.017411232939896 

41  -0.007890395696965 

42  0.015015805527867 

43  0.006094563579390 

44  -0.012981123313748 

45  -0.004658644988645 

46  0.011163206985787 

47  0.003481007245895 

48  -0.009420210751112 

49  -0.002474905928106 

50  0.007405125497528 

 

Table 3. Optimal RCGA parameters used for QMF banks 

design 

 
Parameters Values 

Coding Real  

Population size 40 

Maximum number of generations 30 

Size of chromosome 2 

Cutoff (𝛚c) 0.49 - 0.57 

μ 1 - 6 

x0 0-10 

α 0-2 

Tolerance (tol) 10-5 

Fitness Function fitness =Minimize (|err-tol|) 

Selection Technique Elitist selection. 

Probability of selection 0.5 

Method of mutation Random. 

Mutation probability pmut = 0.1 

Method of crossing One point crossover 

Probability of crossover pcross =0.5 

Stopping criterion Maximum number of 

generations or fitness ≤tol 
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Figure 4. Optimized prototype filter using modified ultraspherical window and RCGA (N=40) 

 

 
 

Figure 5. The associated QMF bank using modified ultraspherical window and RCGA (N=40) 

 

 

5. SPEECH ENHANCEMENT USING OPTIMIZED 

QMF BANKS 

 

In this work, the designed QMF banks using modified 

ultraspherical window and RCGA are exploited for speech 

enhancement based on discrete wavelet transform (DWT). In 

fact, the optimized analysis filters of two-channel QMF bank 

are used to decompose the noisy speech signals into sub-bands 

frequency. Then, the synthesis filters of two-channel QMF 

bank are applied to reconstruct the enhanced speech signals.  

Generally, for speech enhancement based on DWT three 

steps most commonly used; decomposition using DWT, 

thresholding and reconstruction by applying inverse DWT 

[21-25]: 

 

Step 1: consists in choosing the wavelet function, the 

decomposition level and compute the DWT in order to obtain 

approximation and detail coefficients of the noisy signal. 

Step 2: in this step, the obtained wavelet coefficients (w(n)) 

are thresholded using hard thresholding or soft thresholding 

using the following formula: 

Hard thresholding (wh(n)): 

 

𝑤ℎ(𝑛) = {
𝑤(𝑛), |𝑤(𝑛)| ≥ 𝑇
0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (14) 

Soft thresholding (ws(n)): 

 

𝑤𝑠(𝑛) = {
𝑠𝑖𝑔𝑛(𝑤(𝑛))(|𝑤(𝑛)| − 𝑇), 𝑤(𝑛) > 𝑇

0  |𝑤(𝑛)| ≤ 𝑇
  (15) 

 

where, T represents the threshold value, which can be 

computed using many methods such as; level dependent 

threshold computation, global threshold computation or 

universal threshold computation. This latter, is most widely 

used due to its effectiveness and simpleness, which can be 

expressed as:  

 

𝑇𝑈 = 𝛿√2 𝑙𝑛( 𝑁)  (16) 

 

where, σ and N are respectively the average variance of the 

noise and the signal length. σ can be calculated using the 

following formula:  

 

𝛿 =
𝑚𝑒𝑑𝑖𝑎𝑛(|𝑤1,𝑖|)

0.6745
  (17) 

 

𝑤1,𝑖 represents all wavelet coefficients at scale one. 

Step 3: in this steps IDWT is applied to reconstruct 

enhanced signal using original approximation coefficients and 

modified detail coefficients. 
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6. EXPERIMENTAL RESULTS AND COMPARATIVE 

PERFORMANCES 
 

For the evaluation a MATLAB program has been written to 

implement the speech enhancement algorithm based on 

wavelets techniques, which exploit the optimized QMF banks 

based on modified ultraspherical window and RCGA. 

A speech dataset token from the study [15] was used to 

evaluate the effectiveness of the optimized QMF banks. The 

noise signals were added to the speech signals at SNRs of 5dB 

and 10dB. The comparative study of performance was 

performed in terms of Perceptual Evaluation of Speech 

Quality (PESQ) and the Signal to Noise Ratio (SNR).  

Tables 4, 5 and Figure 6 show the simulation results of SNR 

(dB) and PESQ score obtained using different window 

functions for QMF banks design. For speech enhancement 

algorithm using wavelet techniques, each selected test signal 

(“Babble.wav” and “Train.wav”) is decomposed by using 

optimized QMF banks into 5 levels, soft thresholding is 

applied to the obtained coefficients using universal threshold 

value and a single estimation of noise level based on first level 

of wavelet coefficients. 

 

Table 4. Comparison performances of the designed QMF banks for “Babble” test signal 

 

Window N ωc 
SNR=5dB SNR=10dB 

SNR(dB) PESQ SNR(dB) PESQ 

Dolph-Chebyshev: As=60 40 0.5 4.786 1.817 8.849 2.072 

Kaiser: β=8 40 0.5 4.806 1.816 8.726 2.068 

Ultraspherical: μ=2, x0=3 40 0.5 5.126 1.761 7.355 2.028 

Modified ultraspherical: μ=2, x0=3.552115681083168 α=1.880512388091985 40 0.552 5.556 1.882 9.661 2.095 

 

Table 5. Comparison performances of the designed QMF banks for “Train” test signal 

 

Window N ωc 
SNR=5dB SNR=10dB 

SNR(dB) PESQ SNR(dB) PESQ 

Dolph-Chebyshev: As=60 50 0.5 6.901 0.850 9.841 1.409 

Kaiser: β=8 50 0.5 6.864 0.841 9.680 1.418 

Ultraspherical: μ=2, x0=1 50 0.5 6.974 0.838 10.293 1.435 

Modified ultraspherical: μ=2, x0=1.004381233990749, α=0.118292522778291 50 0.5068 7.156 0.921 10.869 1.541 

 

Table 6. Speech quality obtained using SNR (dB) and PESQ for noisy “Babble” test signal 

 

Algorithm N ωc 
SNR=5dB SNR=10dB 

SNR(dB) PESQ SNR(dB) PESQ 

Johnson (‘db20’) [25] 40 --- 4.655 1.861 9.569 2.090 

Xinmei (‘sym20’) [26, 27] 40 --- 4.645 1.858 9.550 2.093 

Proposed (μ=2, x0= 3.552115681083168 α=1.880512388091985) 40 0.552 5.556 1.882 9.661 2.095 

 

Table 7. Speech quality obtained using SNR (dB) and PESQ for noisy “Train” test signal 

 

Algorithm 
N ωc SNR=5dB SNR=10dB 

SNR(dB) PESQ SNR(dB) PESQ 

Johnson (‘db25’) [25] 50 --- 6.791  0.705  10.647  1.537  

Xinmei (‘sym25’) [26, 27] 50 --- 6.801 0.778 10.627 1.316 

Proposed (μ=2, x0=1.004381233990749, α=0.118292522778291) 50 0.5068 7.156 0.921 10.869 1.541 

 

 
 

Figure 6. Time domain representation of clean, noisy and enhanced “Train” signals using modified ultraspherical window and 

RCGA 
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From the above tables, it is clear that the designed QMF 

banks using modified ultraspherical window and RCGA gives 

better performance in terms of PSNR and PESQ score 

compared to the Dolph-Chebyshev (As=60) and Kaiser (β=8) 

classical ultraspherical windows (μ=2, x0=1). Moreover, from 

Table 6 and 7 it can be observed that developed QMF banks 

gives better performances while compared to the classical 

algorithm based on wavelet detailed in the studies [25-27]. 

Figure 6 shows the time plot of clean test signal “Train.wav”, 

the noisy version corrupted by additive real noise and the 

denoised version using optimized QMF banks based on 

modified ultraspherical window. As it can be observed that the 

clean and enhanced signals are comparable. 

 

 

7. CONCLUSIONS 

 

In this work, modified ultraspherical window function is 

developed and exploited for designing efficient QMF banks 

with the help of real coded genetic. When designed QMF 

banks are used for speech enhancement algorithm based on 

wavelets techniques, the obtained simulation results prove that 

the modified ultraspherical window gives good performance 

in terms of PESQ and SNR compared with such window 

functions. 
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