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The problem of network intrusion detection poses innumerable challenges to the research 

community, industry, and commercial sectors. Moreover, the persistent attacks occurring 

on the cyber-threat landscape compel researchers to devise robust approaches in order to 

address the recurring problem. Given the presence of huge web traffic, standard machine 

learning approaches are rather inefficient if adapted in network intrusion detection areas. 

Instead, a hybrid multiple classifier model when attempted enhances the performance 

henceforth leading to valid predictions. Thus, novel ensemble approaches are presented in 

this research work that involves bagged homogeneous classifier ensembles and arcing of 

heterogeneous ensembles. Then the classification performances of classifier models are 

assessed using accuracy. Here, classifier ensemble is built using base classifiers such as 

RBF and SVM. The feasibleness and the advantages of the proposed approaches are 

illustrated with the help of existing intrusion detection dataset. pre-processing phase, 

classification phase and combining phase are the three major phases of this proposed 

method. A broad series of analogous experiments are done for standard dataset of intrusion 

detection. Furthermore, comparisons with previous work on standard dataset of intrusion 

detection are also exhibited. The experimental outcomes demonstrate that this proposed 

ensemble approaches are competitive. 
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1. INTRODUCTION

With the growing reliance on the Internet, Network 

Intrusion Detection system (NIDs) becomes a vital part of 

cyber safety system. NIDs focus at discriminating the web 

traffic as normal and abnormal cases. Designing an intellectual 

and effectual intrusion detection system with good detection 

rates and low false-alarm rates is essential to face the variety 

of network practices and the fast increase of intrusion 

approaches. The main advancement in machine learning in 

recent years is the ensemble method that develops both 

accurate as well as diverse classifiers combining their results 

so that the resulting classifier surpasses the other single base 

classifiers.  

Many researchers have built models to determine machine 

learning classifiers and to classify intrusion data set using 

BBN, ANN, SVM etc. [1-3]. Most intrusion detection systems 

(IDSs) mostly use a single classifier algorithm to classify the 

network traffic data as normal behaviour or anomalous. 

However, these single classifier systems fail to provide the 

best possible attack detection rate with low false alarm rate. In 

this paper, ensemble approaches are proposed using 

combination of classifiers in order to make the decision 

intelligently, so that the overall performance of the resultant 

model is enhanced [4-6]. The contributions of the paper are as 

follows: 

(i) Homogeneous ensemble classifier and heterogeneous

ensemble classifier are built with bagging and arcing

respectively and their classification accuracy are

estimated.

(ii) SVM and RBF are used as base classifiers to design

classifier ensemble model. The main innovation of this 

proposed technique covers three major phases: pre-

processing phase, classification phase and combining 

phase.  

(iii) The classification performance of homogeneous and

heterogeneous classifier models are compared with that

of base classifiers upon intrusion detection data.

(iv) In comparison with the single classifiers, the proposed

ensemble classifiers exhibit remarkable accuracy

enhancement. Moreover, heterogeneous classifiers are

found to perform better than homogeneous models.

(v) Furthermore, comparisons with previous research on

existing intrusion detection dataset are also enlisted and

are found that the proposed ensemble methods are

competitive.

The rest of the article is framed as follows. Section 2 

discusses the previous works done. Section 3 describes the 

novel technique proposed in this work. Section 4 depicts the 

classification performance as well as evaluation measures. 

Section 5 and 6 deals with the results and conclusion.  

2. RELATED WORK

A lot of research is done in the field of intrusion detection 

where many techniques are covered and still many remains to 

be covered.  

Fossaceca et al. [7] present the innovative Extreme 

Learning Machine with Multiple Adaptive Reduced Kernel. 

Multiple Classification Reduced Kernel ELM and Multiple 

Kernel Boosting are combined in this work. Experiments on 

intrusion detection data show that MARK-ELM outruns other 
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approaches exhibiting higher detection accuracy.  

Aburomman et al. [8] proposes a new ensemble 

construction approach which applies PSO generated weights 

to generate classifier ensemble with better network intrusions 

detection performance. Better behavioral parameters are 

discovered for PSO by adapting local unimodal sampling as 

meta-optimizer. For this empirical study, five random subsets 

of the popular KDD99 intrusion detection training data is used. 

Novel technique and weighted majority algorithm are applied 

to generate the classifier ensembles. It is found that superior 

classification accuracy is achieved with the proposed method 

than weighted majority algorithm in creating ensemble 

classifiers.  

Based on well-known machine learning approaches, 

Aburomman et al. [9] give a brief overview of intrusion 

detection algorithms. In particular, several ensemble 

techniques and hybrid approaches were studied along with the 

homogeneous and heterogeneous ensemble approaches. 

Furthermore, voting based ensemble techniques that can be 

easily applied and will generate beneficial results were also 

considered. A recent literature survey reveals that hybrid 

techniques, in which a single classifier is fused with feature 

selection or reduction component has been quite common. 

Hence, the scope of this study has been expanded to 

encompass hybrid classifiers.  

Divyasree & Sherly [10] proposed an efficient IDS using 

Ensemble Core Vector Machine (CVM) approach that detects 

Probe attack, DoS attack, U2R attack and R2L attack. A core 

vector machine classifier is built for each kind of attack. The 

classifiers are trained and tested using KDD-99 dataset. In this 

approach the appropriate features are selected for each attack 

using Chi-square test and dimensionality reduction is 

performed by applying a weighted function to these selected 

features.  

Salo et al. [11] presented a novel hybrid approach for 

dimensionality reduction in which the Principal Component 

Analysis and Information Gain approaches are combined for 

intrusion detection with instance based learning classification 

algorithms, multilayer perceptron and a support vector 

machine based classifier ensemble. In this work, the detection 

rate of the proposed ensemble model is determined using the 

most popular NSL-KDD, ISCX 2012 and Kyoto 2006+ 

datasets were used to estimate.  

Kunal & Dua [12] constructed an ensemble model using 

Random Tree, REP Tree, IBk (K-NN), j48graft and Random 

Forest classifiers where number of attributes were reduced and 

was evaluated by ranker-based attribute evaluation technique.  

Several methods have been put forth by researchers to 

perform network intrusion detection using a combination of 

algorithms. This paper presents combination of SVM and RBF 

as base classifiers to build a hybrid system in order to improve 

the overall performance and produce classifiers with better 

accuracy compared to prior research work. Various 

experiments were performed on NSLKDD data to estimate 

robustness of proposed bagged classifiers and hybrid system. 

It is found that the heterogeneous models outrun homogeneous 

models for NSL-KDD dataset [13].  

 

 

3. PROPOSED METHODOLOGY  
 

3.1 Preprocessing  

 

In preprocessing of dataset, cleaning and transformation are 

performed. Cleaning process means removing the redundant 

labels and filling missing value in the dataset. Transformation 

means translate full data set into the desired form (it means 

convert numeric value to the string type data). 

 

3.2 Existing classification methods 

 

3.2.1 Radial basis function neural network 

This is an artificial neural network formulated by 

Broomhead & Lowe [14]. RBF uses radial basis functions for 

activation to change along the distance from a location. For 

functional approximation, it uses time-series prediction, 

classification, and system control. A multi-layer feed forward 

neural network, RBF is used to classify data in a non-linear 

mode and compare input data with training data. The 

production of the RBF neural network is weighted linear 

superposition of all basis functions. The frequently used basis 

function in the RBF model is the Gaussian basis function. 

 

3.2.2 Support vector machine 

This is widely used for training SVMs and was formulated 

by Platt [15]. SMO is one way to solve a quadratic 

programming (QP) issue that arises during SVM training. 

SMO divides the large QP problem into a series of very tiny 

sub-problems. These small sub-problems are solved 

analytically, preventing the use of time-consuming numerical 

QP optimization as an inner loop. It is the fastest for linear 

SVMs and sparse datasets and can be more than 1000 times 

faster than the chunking algorithm. The amount of memory 

needed for SMO is linear in the training dataset size, allowing 

SMO to handle very large training sets. It scales somewhere 

between linear and quadratic in the training set size for several 

test problems. 

 

3.3 Homogeneous ensemble classifiers  

 

3.3.1 Proposed bagged RBF and SVM classifiers  

Given a set D, of d tuples, bagging [16] works as follows. 

For iteration i (i =1, 2,…..k), a training set, Di, of d tuples is 

sampled with replacement from the original set of tuples, D. 

The bootstrap sample, Di, created by sampling D with 

replacement, from the given training data set D repeatedly. 

Each example in the given training set D may appear 

repeatedly or not at all in any particular replicate training data 

set Di. A classifier model, Mi, is learned for each training set, 

Di. To classify an unknown tuple, X, each classifier, Mi, 

returns its class prediction, which counts as one vote. The 

bagged RBF and SVM, M*, counts the votes and assigns the 

class with the most votes to X.  

 

Algorithm: RBF and SVM ensemble classifiers using 

bagging  

Input: 

• D, a set of d tuples. 

• k = 2, the number of models in the ensemble. 

• Base Classifiers (Radial Basis Function, Support 

Vector Machine).  

 

Output: Bagged RBF and SVM, M*  

Method: 

(1) for i = 1 to k do // create k models;  

(2) Create a bootstrap sample, Di, by sampling D 

with replacement, from the given training data 

set D repeatedly. Each example in the given 
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training set D may appear repeated times or not 

at all in any particular replicate training data set 

Di; 

(3) Use Di to derive a model, Mi;  

(4) Classify each example d in training data Di and 

initialized the weight, Wi for the model, Mi, 

based on the accuracies of percentage of 

correctly classified example in training data Di.  

(5) endfor  

To use the bagged RBF and SVM models on a tuple, X: 

1.  if classification then  

2.    let each of the k models classify X and return 

the majority vote; 

3.  if prediction then  

4.    let each of the k models predict a value for X 

and return the average predicted value.  

 

3.4 Heterogeneous ensemble classifiers  

 

3.4.1 Proposed RBF-SVM hybrid system  

Given a set D, of d tuples, arcing [17] works as follows; For 

iteration i (i =1, 2,…..k), a training set, Di, of d tuples is 

sampled with replacement from the original set of tuples, D. 

some of the examples from the dataset D will occur more than 

once in the training dataset Di. The examples that did not make 

it into the training dataset end up forming the test dataset. Then 

a classifier model, Mi, is learned for each training examples d 

from training dataset Di. A classifier model, Mi, is learned for 

each training set, Di. To classify an unknown tuple, X, each 

classifier, Mi, returns its class prediction, which counts as one 

vote. The hybrid classifier (RBF-SVM), M*, counts the votes 

and assigns the class with the most votes to X.  

 

Algorithm: Hybrid RBF-SVM using Arcing Classifier 

Input: 

• D, a set of d tuples. 

• k = 2, the number of models in the ensemble. 

• Base Classifiers (Radial Basis Function, Support 

Vector Machine).  

 

Output: Hybrid RBF-SVM model, M*.  

 

Procedure: 

1.  For i = 1 to k do // Create k models, 

2.  Create a new training dataset, Di, by sampling D 

with replacement. Same example from given 

dataset D may occur more than once in the 

training dataset Di. 

3.  Use Di to derive a model, Mi, 

4.  Classify each example d in training data Di and 

initialized the weight, Wi for the model, Mi, 

based on the accuracies of percentage of 

correctly classified example in training data Di. 

5.  endfor 

To use the hybrid model on a tuple, X: 

1. if classification then  

2.   let each of the k models classify X and return 

the majority vote; 

3. if prediction then  

4.   let each of the k models predict a value for X 

and return the average predicted value;  

The basic idea in Arcing is like bagging, but some of the 

original tuples of D may not be included in Di, whereas others 

may occur more than once. 

 

 

4. CRITERIA FOR EVALUATION  

 

4.1 Cross validation technique 

 

Cross-validation is a statistical technique which involves 

partitioning the data into subsets, training the data on a subset 

and use the other subset to evaluate the model’s performance. 

 

4.2 Criteria for evaluation  

 

Accuracy is one of the essential measures for describing the 

performance of any algorithm. It is the degree to which an 

algorithm can properly predict positive and negative instances, 

and it can be determined by the following formula: Accuracy 

= TP + TN/TP + FN + FP + TN.  

 

 

5. EXPERIMENTS AND ANALYSIS 

 

5.1 Properties of NSL-KDD dataset 

 

The data used in classification is NSL-KDD, which is a new 

dataset for the evaluation of researches in network intrusion 

detection system as given in Table 1. NSL-KDD consists of 

selected records of the complete KDD'99 dataset [18]. NSL-

KDD dataset solve the issues of KDD'99 benchmark [KDD'99 

dataset]. Each NSL-KDD connection record contains 41 

features (e.g., protocol type, service, and ag) and is labeled as 

either normal or an attack, with one specific attack type.  

 

Table 1. Properties of intrusion detection dataset  

 

Datasets Instances Attributes 

NSL-KDD 11850 42 

 

5.2 Performance comparison of the homogeneous and 

heterogeneous ensembles 

 

Accuracy of the proposed ensembles is assessed to analyze 

the performance of the homogeneous and heterogeneous 

models. 

The homogeneous and heterogeneous models are compared 

with base classifiers in terms of accuracy for NSL-KDD 

dataset as given in Table 2. According to Figure 1, high 

improvement of accuracy is observed for proposed hybrid 

methods than single base classifiers and heterogeneous 

ensembles exhibit higher performance compared to 

homogeneous ones. 

 

Table 2. Performance comparison of homogeneous and 

heterogeneous ensembles  

 
Datasets Classifier models Accuracy 

NSL-KDD RBF 84.74% 

 Proposed Bagged RBF 86.40% 

 SVM 91.81% 

 Proposed Bagged SVM 93.92% 

 Proposed Hybrid RBF-SVM 98.46% 
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Figure 1. Accuracy for homogeneous and heterogeneous ensembles 

 

5.3 Performance comparison with prior research work  

 

It is found in Table 3 that higher accuracy is accomplished 

with homogeneous and heterogeneous models in comparison 

with prior work on the intrusion detection. Also, the proposed 

classifier proves to show statistically significant performance 

than state of the art techniques. 

 

Table 3. Experimental results for homogeneous and 

heterogeneous ensembles 

 
Techniques Accuracy Claimed 

RBF 84.74% 

SVM 91.81% 

Homogeneous Ensemble Classifiers  

Proposed Bagged RBF 86.40% 

Reference [19] 

Reference [20] 

Reference [21] 

Reference [22] 

Reference [23] 

80.00% 

82.60% 

84.43% 

84.54% 

86.00% 

Proposed Bagged SVM 93.92% 

Reference [24] 

Reference [25] 

Reference [26] 

Reference [27] 

Reference [28] 

Reference [23] 

91.14% 

92.13% 

89.40% 

89.02% 

90.53% 

89.00% 

Heterogeneous Ensemble Classifiers  

Proposed Hybrid RBF-SVM 98.46% 

Reference [29] 97.75% 

Reference [30] 95.76% 

Reference [31] 96.28% 

Reference [32] 97.20% 

Reference [33] 97.65% 

Reference [28] 93.60% 

Reference [23] 98.00% 

 

 

6. CONCLUSIONS 

 

In this work, a novel technique of combining the 

classification models involving homogeneous ensembles with 

bagging are implemented using NSL-KDD data and the 

classifier performance is depicted with accuracy. Here, the 

proposed ensembles integrate features of corresponding single 

classifiers. In the same way, new hybrid RBF-SVM 

heterogeneous ensemble model is constructed and the 

accuracy is evaluated.  

The following observations are revealed from the results. 

 

❖ Among the individual classifiers used, SVM depicts 

significantly higher performance in key aspect of 

accuracy. 

❖ The bagged models have been found to achieve 

remarkable enhancement of classification accuracy 

when compared to the corresponding individual 

classifiers.  

❖ RBF-SVM model exhibits higher accuracy 

percentage in comparison with standalone classifiers. 

❖ The hybrid models show significantly high accuracy 

results than combined models on NSL-KDD dataset. 

❖ The statistical significance is also found to be high 

for the proposed classifiers than base classifiers.  

❖ Results also indicate the homogeneous and 

heterogeneous models outperforming previous work 

on the intrusion detection dataset.  

❖ The limitation for the ensemble is hard to learn and 

any wrong selection can lead to lower predictive 

accuracy than an individual model. 

 

Developing and implementing highly accurate classifiers 

specifically for the NSL-KDD dataset will be the future work. 
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