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Most health care systems use various physiological signals to provide an accurate 

diagnosis performance. The main common signals functional in health care 

applications are the electrocardiogram (ECG) and photoplethysmogram (PPG). ECG 

signal represents the electrical cardiac activity of the heart, while the PPG signal 

measures the changes in the blood volume. There are several applications in which the 

ECG combined with PPG can be used in the field of medical health care. This survey 

illustrates the various applications that combine features from the ECG and PPG 

signals. The review manifests the techniques, methodologies used in the data 

acquisition, pre-processing of the signals. The feature extraction and classification 

phases for both ECG and PPG are explained. The limitations, challenges, and future 

directions for the combined application of ECG and PPG are clarified to solve the 

medical problems that existed, presented, and feasible. This study aims to increase the 

interest in applying the combination between ECG and PPG signals in more 

applications and to obtain optimal measurements related to cardiac activity. 
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1. INTRODUCTION

Health Care Systems are defined as systems for the 

enhancement of human health through monitoring various 

organs in the human body [1]. These systems improve human 

health through diagnosis, prevention, and cure of specific 

diseases, recovery, and treatment of physical and mental losses 

in the people [2]. Two of the main common heart signals used 

in the health care systems are the electrocardiogram (ECG), 

photoplethysmogram (PPG). On one hand, ECG is one of the 

most salient attributes for continuous monitoring of health. 

One cardiac cycle is composed of five main peaks known as P, 

Q, R, S, and T [3]. The obstacles of the ECG are related to the 

heart location, size, fat or thin body because if the body is fat, 

it will affect the readings, users’ anatomy, and the electrode 

location concerning the structural location of the heart it can 

produce inaccurate or abnormal heart rate (HR) readings [4]. 

Therefore, to overcome these obstacles, ECG technology 

depends on the electrical impulses of the heart instead of the 

blood volume. 

On the other hand, PPG is defined as an optimal 

methodology for the measurement of the changes in the blood 

volume at the surface of the skin. It is considered to be the 

nearest alternative to the ECG signal as it holds essential 

cardiovascular information [5, 6]. All these merits of the PPG 

suffer from the inaccurate estimation of the HR and many 

other limitations such as the skin tone, different skin types, 

motion noises, and signal crossovers among others [7]. It is 

necessary to combine the capabilities of the ECG and the PPG 

signals to get the overall benefits of the features obtained from 

both signals. Figure 1 illustrates the ECG and PCG signals. 

Figure 1(a) shows the ECG signals in terms of waveforms, and 

the black circle represents the main ECG peaks while Figure 

1(b) shows the PPG signal and its waveforms, and the black 

circles in subfigure (b) show the systole and diastole peaks. 

Figure 1. The ECG and its corresponding PPG signal 

Various studies have shown that several features obtained 

from the PPG and ECG signals and mutual information 

between the PPG and ECG are necessary. In this study, the 

applications in which the ECG and PPG signals combined will 

be illustrated. One of the applications in which the PPG and 

ECG signal can be applied is hypertension [8]. Hypertension 

is a group of disorders in the blood vessels and the heart. It 

sometimes has some symptoms such as headache, chest pain, 

difficulty in the breath, but most of the people that have 

hypertension do not have any symptoms at all, therefore, it is 

sometimes called a “silent killer” [9, 10]. Another application 

in which the ECG and PPG must be combined to have a better 
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diagnosis is epilepsy [11]. This disorder affects almost 1% of 

the population. The treatment for this disease is based on anti-

epileptic drugs as they provide adequate treatment for about 

70% of the patients with epilepsy [12, 13]. Another application 

is known as driving under the influence (DUI) while 

intoxicated [ 41 ]. People that drive a motor vehicle while 

drinking alcohol are incapable of operating the motor vehicle 

safely. One of the main important applications that require the 

usage of the ECG and PPG is the continuous cufflessBP 

(Blood pressure). The damaging effects, discreteness, and the 

absence of an invasive method for the measurement of the 

continuous cuffless BP can lead to various heart problems [15, 

16]. Finally, one of the most important applications of the 

ECG combined with the PCG signals is the estimation of 

respiratory sinus arrhythmia (RSA) [17]. The RR intervals are 

defined as the difference between two successive ECG waves. 

The RR intervals with different amplitudes are applied to 

allow the estimation of the respiratory rate and the temporal 

pattern of respiration. RSA is reflected in high-frequency HR 

oscillation which relates to cyclical changes in the HR that are 

equivalent to the respiratory cycle [18]. The main 

contributions of the survey are defined as follows: 

• Investigation of the most important cardiovascular

diseases in which the ECG and PPG were employed

together to detect the existence of such diseases.

• Illustration of the methods and techniques used in the

diagnosis of heart diseases based on the combination of

ECG and PCG signals.

The rest of the paper is organized as follows. Section 2 

presents the related work, while section 3 explains the 

methodology used based on the combination between ECG 

and PPG. Section 4 presents the discussion, and finally, 

section 5 manifests the conclusions and future work.  

2. LITERATURE REVIEW

A related work of the previous studies using both ECG and 

PPG is defined in detail in terms of data capturing, filtering the 

signals, extracting features from it, and final diagnosis based 

on the performance results. Liang et al. [18] worked on 

subjects (S) captured from the MIMIC database. Each 

recording holds some physiological signals such as arterial 

blood pressure (ABP), ECG, and PPG. The number of subjects 

obtained was 121 participants. Pulse Arrival Time (PAT) is 

extracted from the R-wave of ECG signals and the foot of the 

PPG waveform. PPG features are obtained beat by beat. From 

these features, only 10 PPG features and the PAT features 

were used combined to classify blood pressure (BP) categories. 

The classification was based on Bagged trees (BT), linear 

regression (LR), and K-nearest-neighbor (KNN), and KNN 

showed the highest F1-measure.  

Lan et al. [19] worked on 43 subjects, 24 subjects have 

hypertension. The subjects were divided into 30 for training 

and 13 subjects for test. Six main features were obtained based 

on heart rate variability (HRV). Three of them are in the time 

domain known as the standard deviation of normal-to-normal 

intervals (SDNN), mean of the RR interval (MeanRR), square 

root of the mean square of all NN, or the RR interval during a 

specific period (RMSSD). The other three are in the frequency 

domain and they involve normalized low-frequency power of 

HRV (LFnu), normalized high-frequency power of HRV 

(HFnu), low to high-frequency power ratio (LF/HF). The 

prediction methodology is based on multiple instance learning 

(MIL).  

Ghosh et al. [20] estimated the continuous BP based on 

pulse transit time (PTT) that is estimated from ECG and PPG 

signals. A calibration process is constructed to form a 

calibration curve from the PTT to BP. In the experimental 

results, it was shown that 1 over PTT is more linearly related 

to the BP than the PTT. The root mean square error (RMSE) 

as a performance was applied using sparsity and without 

sparsity, it was shown that with sparsity methodology 

achieved the lowest RMSE. Ding et al. [21] applied a 

methodology to estimate the systolic blood pressure (SBP), 

diastolic blood pressure (DBP), and mean blood pressure 

(MBP) using 27 subjects with continuous BP as a reference. 

The PTT and pulse intensity ratio (PIR) were obtained from 

both the ECG and PPG signals. 

Kachuee et al. [22] applied a set of stages for the estimation 

of the BP, a calibration method is applied to enhance the 

performance. The pre-processing is based on discrete wavelet 

transform (DWT), zeroing, and wavelet de-noising based on 

soft rigrsure-thresholding. The features obtained are 

physiological parameters which are PAT, HR, augmentation 

index, large artery Stiffness index, and inflection point area 

ratio, while the whole-based features are based on time-

domain features obtain from ECG and PPG signals. Six 

different classifiers are applied which are LR, ADT, RFR, DT, 

and SVM. The results are obtained in the form of MAE and 

standard deviation. AdaBoost and RF showed the highest 

performance using the two types of feature extraction 

proposed over all other classifiers.   

Sharifi et al. [23] proposed a methodology to classify three 

types of BP which are the SBP, DBP, and MBP. The data was 

captured from the MIMIC II dataset, and VMD was applied 

for de-noising. PTT and pulse intensity ratio (PIR) were 

extracted. The regression model is based on the multi-adaptive 

regression spline (MARS), and the performance 

measurements are based on the mean absolute difference 

(MAD), and percent root means squared difference (PRD). 

Tanveer and Hasan [24] applied a methodology for estimating 

BP. The data was obtained from a MIMIC I database, and 

about 39 patients were selected. A preprocessing methodology 

was applied to remove the baseline wandering and noise, 

Tunable-Q wavelet transform (TQWT) was used. After the 

signals are processed a non-uniform waveform segmentation 

is performed based on the extraction of the three successive 

ECG and PPG waveforms. The ECG and PPG waveforms are 

concatenated after normalization forming a feature vector of 

513 samples. An artificial neural network long-short term 

memory (ANN-LSTM) network is proposed for the features 

obtained from the non-uniform segmentation. The results were 

expressed in terms of mean absolute error (MAE) and RMSE. 

Liu et al. [25] proposed a method for the prediction of BP 

using ECG and PPG signals. The data was collected and 

gathered from 35 five clinically stable patients. Fifteen of 

these patients have ventricular arrhythmias, while the 

remaining 20 have supraventricular arrhythmia. The poor-

quality PPG signals were improved using the Butterworth-

band pass filter and adaptive thresholding setting. Fifteen 

features were extracted based on the ECG, PPG signals, and 

the combination between them. The regression methods used 

are based on the decision trees (DT), support vector regression 

(SVR), Adaboost, and Random forest (RF). RF had the highest 

regression performance. 
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Xu et al. [26] estimated the BP based on features obtained 

from ECG and PPG signals. The signals were collected from 

7 volunteers. The pre-processing of the signals was based on a 

one-band pass finite impulse response (FIR) filter and an 

infinite impulse response (IIR) filter. The features were based 

on extracting the R peak, performing deviation on the PPG 

signal to obtain the maximum slope in the rising edge, 

calculating the PTT.  

Then, fifteen parameters were obtained and they acted as an 

input to the backpropagation neural network (BNN). Yao et al. 

[27] implemented a methodology for the estimation of BP. The 

data were collected from the MIMIC II database, 2000 signals 

were collected. The ECG and PPG signals were filtered using 

wavelet analysis and before reconstruction, a low-pass filter 

was applied to coefficients. The features that were obtained 

from this study are about 70 and they were ranked based on 

the correlation from the greatest to the least. The classification 

was based on DT, AdaBoost, LR, random trees (RT), support 

vector machine (SVM), and ridge regression. AdaBoost 

classifier showed the highest accuracy performance over the 

other classifiers.  

Jan et al. [28] proposed a method for determining the 

efficiency of the HRV and pulse rate variability (PRV) in 

estimating five types of controlled breathing such as natural 

placed breathing (NPB), rapid deep breathing (RDB), slow 

and shallowing breathing (SSB), rapid and shallow breathing 

(RSB). The number of subjects used in this study is 30 subjects 

classified as young and seniors, and the HRV and PRV were 

obtained. On one hand, the results showed that in the young 

group the RatioRR based on HRV was higher than that of the 

PRV in RDB, SDB, RSB, and SSB, but the RatioRR  of the 

PRV is higher than that of the HRV in NBP and the rest cases. 

RatioRR  is the ratio of the range of percentage recurrence 

obtained by self-recurrence. In other words, RatioRR indicates 

the coupling of the two signals if its value is nearly equal to 

one. On the other hand, the results showed that in the senior 

group the RatioRR based on HRV was higher than that of the 

PRV in RDB, SDB, RSB SSB, and NBP in motion and rest 

cases. 

Wang et al. [29] proposed a methodology to identify people 

that consumed alcohol. The methodology is based on 

capturing data based on a specific data acquisition system. In 

the pre-processing stage, the signals are analyzed using fast 

Fourier transform (FFT) to determine the energy and its 

distribution. A Kaiser window-based digital FIR filter is 

applied to filter noise and retain the original parts of the ECG 

and PPG signals. The segmentation is based on the modules-

maxima wavelet analysis, and this method ends with the 

detection of PPG signals and R detection. The features 

obtained are based on the combination of the ECG and PPG 

signals time intervals, QRS interval, and the mean of the 

intervals. Finally, the features are combined and sent forward 

to the support vector machine (SVM) for classification. 

Vandecasteele et al. [30] worked on a methodology for the 

detection of an epileptic seizure. The data was captured from 

11 patients with recordings of refractory epilepsy. The 

methodology is based on obtaining and capturing the HRV and 

PRV pulses, and the detection of the seizure. The ECG signal 

is filtered using a notch filter to remove the powerline 

interference, while the PRV is obtained for the detection of the 

seizure. Then, the HRV and PRV act as input, and a 

classification method is applied for extracting the most 

efficient features. The features are the HR peak, mean of the 

HR base, a standard deviation of the HR base multiplied by 

HR peak. 

 

 

3. COMPUTATIONAL INTELLIGENCE PARADIGMS 

FOR THE COMBINATION OF ECG AND PPG 

SIGNALS 
 

This section represents the main phases of various 

healthcare systems based on ECG and PPG Signals. The 

phases are data acquisition, pre-processing, features extraction, 

classification, and regression. Figure 2 shows the common 

techniques used in the former phases for ECG and PPG 

healthcare systems. 

 

 
 

Figure 2. Generic architecture for the main stages and the common techniques applied using the combination of ECG and PPG 

signals 
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3.1 Data acquisition 

 

In this phase, the ECG and PPG signals are collected for 

further processing. In the applications in which the ECG and 

PPG signals are applied, some studies used data from an online 

source containing the ECG and PPG signals of the individuals, 

while other studies gathered and collected the signals from a 

subject using specific devices. In the estimation of 

hypertension in the individuals, Liang et al. [18] used data 

obtained from an open dataset that was used in most of the 

hypertension studies which is known as the Medical 

Information Mart for Intensive Care (MIMIC) database [31]. 

The (MIMIC) I database was used by Tanveer and Hasan [24] 

for the analysis of cuffless BP. 

Moreover, (MIMIC) II database was used in different 

studies [22, 23, 27] for estimating different types of systole 

and diastole blood pressure, while some studies [20] used 

other devices to capture data such as BioRadio.This device is 

a biomedical device with channels to record and transmit a 

fusion of human physiological signals. Ding et al. [21] used 

one or two-lead electrodes placed on the arms to obtain the 

ECG signals and a PPG sensor on the left index finger to 

capture PPG signals. Liu et al. [25] used a multiparameter 

monitoring system known as BeneVision N12 to acquire 

synchronous ECG and PPG signals for patients in supine 

positions. 

In the estimation of the variances of RSA [24], the ECG and 

PPG signals are captured from a polysomnography system 

with an adapted sampling frequency and an A/D converter, 

and for the identification of the alcohol consumption. Xu et al. 

[26] used a PowerLab 8/30 device to record the ECG and PPG 

signals. Finally, in the detection of epileptic seizures, some 

wearable devices were used to capture ECG such as the Faros 

device and it was configured in one channel representation. In 

other words, only a single lead was used to gather the ECG. 

Another device was used to capture the PPG signal known as 

the Empactica E4 smartwatch that is a wrist-worn PPG device. 

These are considered the most commonly used devices, 

systems, and methodologies for capturing the ECG and PPG 

signals combined for a specific purpose. 
 

3.2 Preprocessing  

 

In this phase, the ECG and the PPG signals must be filtered 

and de-noised for further extraction of the features from both 

signals. For some purposes and applications, the ECG and 

PPG signals were used preprocessed, filtered, and ready for 

feature extraction using a filtered methodology applied on 

both signals [20, 25]. Others provided a pre-processing 

mechanism without specifying its details or main components 

[18, 19]. In some studies, a specific filtering methodology was 

applied for each of the ECG and PPG signals separately. For 

instance, a preprocessing methodology was proposed by 

Sharifi et al. [23] based on decomposing each signal to 8 

modes using VMD [32], and if there is a difference in the 

sampling rate, a resampling step is performed. Kachuee et al. 

[22] applied a filtration methodology on both ECG and PPG 

signals. The signals are decomposed using DWT with a db8 to 

level 10 decomposition. Thenoisycomponents are zeroed and 

the remaining coefficients are the details of the signal, and 

these coefficients are obtained based on the soft 

Rigrsurethresholding methodology [33]. Moreover, Wang et 

al. [29] designed a filtration method for both signals to remove 

the main noise components. The ECG and PPG signals are 

analyzed using FFT to determine the concentration of the 

energy and noise components. Finally, a Kaiser window-based 

FIR filter was applied as it has desirable features in both time 

and frequency domains. 

Another pre-processing methodology was applied by 

Tanveer and Hasan [24] is based on TQWT to remove the 

baseline wandering [34, 35]. Liu et al. [25] applied a filtration 

method based on the Butterworth band-pass on each of the 

ECG and PPG signals. The method ends with adaptive 

thresholding. Moreover, Xu et al. [26] applied a preprocessing 

method based on one bandpass filter of FIR and IIR filter. Yao 

et al. [27] depended on wavelet decomposition using 

debauchee ‘db5’ with level 8 decomposition. The 

decomposition coefficients were filtered using a low pass filter 

before the reconstruction. Finally, Vandecasteele et al. [30] 

applied a specific pre-processing methodology for each signal 

separately. The powerline interference in the ECG signals is 

removed by applying a notch-filter [36], whereas in the PPG 

signals a linear-phase finite impulse response is applied 

followed by a low-pass differentiator filter to remove the 

sudden upslope in the PPG pulses. 

 

3.3 Feature extraction 

 

This phase determines the main features that must be 

obtained from the ECG and PPG signals. The features 

obtained from the signals depend on the purpose or the type of 

disease or diagnosis that is going to be estimated. In other 

words, in hypertension and the cuff blood pressure studies, the 

feature extraction phase depends on a set of indicators such as 

the PTT or sometimes known as PAT, PIR, and a set of 

features from ECG and PPG signals. Moreover, for the 

detection of the epileptic seizure, respiratory sinus arrhythmia, 

and even in the identification of the alcohol consumption there 

exist other types of indicators such as the HR, HRV, 

sometimes called RR interval (RRI) [37], and PRV or 

sometimes called PP interval (PPI).  

In the hypertension studies, the PAT feature was extracted 

with other morphology PPG features [18]. The morphological 

features are about 135 features obtained from PPG, video 

plethysmography (VPG), and acceleration plethysmography 

(APG) signals. Lan et al. [19] for the prediction of 

hypertension used features based on HRV. In the estimation of 

the cuffless BP, the PTT and PIR measurements were the most 

commonly used indicators. Sharifi et al. [23] that was 

proposed for the estimation of the cuffless BP proposed a new 

indicator known as pulse wave velocity (PWV). It is estimated 

that SBP is considered as the summation of the DBP and pulse 

pressure (PP) which holds high-frequency parts. The SBP can 

have different formulas for calculation. Moreover, MBP is 

calculated from the terms of SBP and DBP. Other 

measurements were also proposed based on PTT and PIR for 

the BP estimation. Studies Ding et al. [21] and Kachuee et al. 

[22] estimated DBP and SBP in terms of the PTT and PIR.  

A deep learning approach was based on the artificial neural 

network- long short-term memory (ANN-LSTM) [38] 

network for extracting features from a successive ECG and 

PPG signal form for the estimation of the BP. The network 

holds two layers of LSTM and 1 ANN layer. Moreover, in the 

estimation of the BP, Liu et al. [25] defined15 features based 

on the time delay from the R peak of the ECG to the PPG, foot 

of PPG, and the first derivative of the PPG [39]. Xu et al. [26] 

obtained features for the estimation of BP. These features are 

the amplitude of the systolic, diastolic peaks, the time interval 

66



 

between two neighboring systolic and diastolic peaks, and 

others based on these peaks. In the BP estimation, Yao et al. 

[27] extracted 70 features, and based on a mutual information 

coefficient analysis an optimized subset is extracted, and this 

optimized subset showed the most discriminant features for 

estimation.  

The main features extracted for the identification of alcohol 

consumption are classified as ECG features and PPG features. 

In the estimation or the evaluation of the coherence between 

the ECG and PPG parameters, Wang et al. [29] selected 

several types of features based on the HRV and PRV. The RRI 

and the PPI were obtained from the ECG and PPG signals [40]. 

Then, two more features were extracted based on the RRI and 

the PPI such as the SDNN, and the standard deviation of all 

peak-to-peak intervals (SDPP). 

In the prediction of the epileptic seizure, Vandecasteele et 

al. [30] used the HRV and PRV as inputs. Three main features 

were obtained based on the HR [41]. In the identification of 

alcohol consumption, the HRV and PRV were applied, but 

they were defined in different terms known as RRI and PTT 

respectively. Finally, some studies were applied for the 

cuffless BP estimation presented a calibration methodology. 

This methodology is used to eliminate the correlation between 

the subject’s BP and PTT. It is reliable for short intervals of 

time and can be applied for monitoring of the BP as exercise 

tests [42, 43]. 

 

3.4 Classification 

 

This phase is the final process for the identification, 

estimation, or prediction of the features obtained from ECG 

and PPG signals. Some studies applied some classifiers for 

deducing the final accuracy, while others used regression 

techniques to estimate the error performance. On one hand, the 

main common classifiers used in the studies that depend on the 

ECG and PPG signals are the AdaBoost tree (ADT), BT, KNN, 

SVM [44], RF, and multiple instances learning algorithms 

(MIL), BNN. On the other hand, the main common regression 

methods are the RT, decision tree (DT), support vector 

regression (SVR), ridge regression, MARS, random forest 

regression (RFR), linear regression (LR), and the regularized 

linear regression (RLR) [45]. MARS showed an efficient 

performance as it is preserved to be a nonlinear regression 

model. It takes the merits of the prediction and modeling 

methods. It is a powerful regression method and it can 

illustrate efficiently the hidden and nonlinear pattern in the 

data as it is considered to be a generalized form of stepwise 

linear regression. 

 

3.5 Performance measurements  

 

Several statistical measurements were used in the studies 

with the aim is to evaluate the performance. The 

measurements used are the true positive (TP), false positive 

(FP), true negative (TN), false negative (FN), sensitivity, false 

positive, positive predictive value (PPV), receiver operating 

characteristic (ROC), F1score, recall, precision, and accuracy. 

These measurements are the most statistical parameters used 

in the prediction and classification problem. Some studies 

applied other types of performance measurements such as the 

MAD, RMSE, correlation coefficient (CC), mean (M), 

standard deviation (std), and PRD. 

 

 

4. DISCUSSION AND LIMITATIONS 
 

This study presents the main applications that use the 

combination of the ECG and PPG signal. Each application 

depends on a set of phases such as capturing data, filtering the 

signal, extracting features, and classification or estimation. In 

the data acquisition phase, there existed several types of 

devices that can capture the ECG and PPG signals accurately. 

It can be seen that the main databases used in the applications 

based on the combination of the ECG and PPG signals are the 

MIMIC I and II. In the pre-processing phase, the DWT, VMD, 

and TQWT were the most common filtering methods that 

produced both signals in a clean shape and showed the highest 

signal-to-noise ratio (SNR). The former pre-processing 

methods can remove the three main noises that occur in both 

signals which are the baseline drift, powerline interference, 

and high-frequency noise in an efficient performance. 

Moreover, in the feature extraction phase, the HRV, PRV, PTT, 

and PIR were the main extracted features. The combination 

between the former features is applied in most of the studies, 

and even the mean, the standard deviation of these features are 

obtained in some studies to gain robust features. In the 

classification phase, SVM, ANN, and BNN classifiers showed 

the highest performance in the classification, while in the 

regression methods, MARS and AdaBoost had the lowest error 

performance. The main applications that existed based on the 

combination of the ECG and PPG signals are hypertension, 

alcohol consumption, and estimation of the respiratory sinus 

arrhythmia, cuffless BP, and epilepsy seizure detection. Table 

1 shows the main studies that combined ECG and PPG signals 

for different applications. Each column in the table represents 

the author, year, data acquisition, filtration, features, 

classification or regression, accuracy performance, and the 

application. 

It can be seen that a few applications applied both signals. 

This can lead to some limitations and open issues. These 

limitations can be illustrated in four main points. The first 

limitation is the applications and purposes that used both 

signals combined are hypertension, alcohol consumption, and 

estimation of the respiratory sinus arrhythmia, cuffless BP, 

and epilepsy seizure detection. These are considered to be a 

limited number of applications. Several types of diseases can 

be detected using both ECG and PPG signals. For instance, 

diseases such as asystole, extreme bradycardia or tachycardia, 

ventricular tachycardia, and ventricular flutter or fibrillation 

can be predicted with high accuracy using both signals. 

Without a doubt, it can be verified that the accuracy 

performance in diagnosing a disease based on combined 

physiological signals will achieve higher accuracy than the 

diagnosis based on a single signal. The features obtained from 

multiple signals will contribute to providing more information 

about the disease that will be estimated or predicted. The 

second limitation is that there are a few deep learning 

approaches that were applied in the studies that are based on 

the combination of ECG and PPG signals. In other words, deep 

learning can learn and train from data easily without any hand-

crafted features, and if it is applied to the combination of ECG 

and PPG signals, the performance of the diagnosis, estimation, 

even prediction will be improved. 

The third limitation is that the number of classifiers or 

regression models that are applied in the studies that use both 

signals is limited. There exist various types of recent machine 

learning classifiers such as sparse representation classifiers 

(SRC), multi adaptive sparse representation classifiers, 

XGBoost classifiers [46], and many others. Moreover, there 
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exist different regression models rather than the linear and the 

logistic and these regression models are polynomial, quantile, 

and lasso models. Finally, the last limitation is that most of the 

studies used HRV, PRV, PTT, PIR, and a set of features 

formed from the combination of ECG and PPG peaks and 

intervals. 

 

Table 1. Summary of different related studies that combines ECG and PPG signals 
 

Authors & 

Year 
Dataset Pre-processing Feature Extraction 

Classification/ 

Regression 
Results Application 

Liang et al. 
[18] 

MIMIC 

Database 
121 

Subjects 

Excluding the 

missing peaks, 

pulsus bisferiens 

PAT Features 

PPG Features 
The mix between PAT and PPG 

features 

ABT, BT, LR, 
KNN 

N vs PTKNN =84.34 % 

N vs HTKNN = 94.84 % 

N vs PT vs HTKNN 88.49 % 

Hypertension 
Prediction 

Lan et al. [19] 

43 Subjects 

30 Train, 
13 Test 

A pre-filter 

mechanism 

SDNN, RMSSD, nLF 

nHF, MeanRR, LFHF 
MILL 

SDNN = 85.47 %, RMSSD = 
35.90%, MeanRR = 65.81% 

LFHF = 70.94 %, nLF = 

51.71%, nHF = 64.96% 

Hypertension 

Prediction 

Ghosh et al. 

[20] 

14 Subjects 
Motion and 

without 

motion 

Pre-processed 

ECG and PPG 
signal 

PTT features + calibration + 

with sparsity and without 
sparsity to obtain BP values 

RMSE on the 

SBP and DBP 

Mean and Standard deviation 

Seated: 0.07 ± 5.8 

mmHgWalking: 4.4 ± 

20.9Cycling: 10.2 ± 16.0 

Cuffless BP 

Ding et al. 

[21] 
27 Subjects 

Pre-processed 

ECG and PPG 
signal 

PTT and PIR feature extraction - 

DBPMAD: 4.09 

mmHg,MBPMAD: 3.18 

mmHg 
SPBMAD: 3.18mmHg 

Cuffless BP 

Kachuee et al. 

[22] 

MIMIC-II 

Version 3 

dataset 
3662 

Records 

DWT at N = 10 

with db8 + Soft 
threshold 

Zeroing 0~0.25 

Hz, Zeroing 
250~500 Hz 

First Type: (HR, Augmentation 
index, Arterial Stiffness index, 

PAT, Inflection point Area 

ratio) 
Second Type:Features extracted 

from ECG and PPG in Time 

domain 

RLF, DT, SVM 

AdaBoostRFR 

First Type (SBP)AdaBoost: 

11.17, RF: 9.87 
Second Type (SBP)AdaBoost: 

11.87,RF: 10.09 

First Type (DBP)AdaBoost: 
5.35, RF: 5.71 

Second Type 

(DBP)AdaBoost: 5.78,RF: 
6.06 

Cuffless BP 

Sharifi et al. 

[23] 

MIMIC-II 

version 3 

dataset 
3663 

Records 

VMD PTT and PIR feature extraction MARS 

DBP MAD: 4.86 mmHg, 

PRD: 7.23 mmHg 
MBP MAD: 3.63 mmHg, 

PRD: 9.44 mmHg 

SBP MAD: 7.83 mmHg, 
PRD: 9.82 mmHg 

Cuffless BP 

Tanveer and 
Hasan [24] 

MIMIC- I 
39 Subjects 

T-QWT 
ECG and PPG Waveform 

fragments + LSTM 
ANN 

SBP MAE: 1.10 mmHg, 

RMSE: 1.56 mmHg 
DBP MAE: 0.58 mmHg, 

RMSE: 0.85 mmHg 

 

 
Cuffless BP 

 

Liu et al. [25] 35 Subjects 
Butterworth band-

pass filtering 

15 features were selected from 

ECG and PPG 

DT, SVR, 

Adaboost, RF 

Mean and Standard deviation 
RF has the lowest mean 

square error 

SBP RF: 5.87 ± 3.13 and 

3.52± 1.38 mmHg 

Cuffless BP 

Xu et al. [26] 

7 

volunteers 
4 male, 3 

females 

One bandpass 

filter composed of 

HPF and LPF 

Detect R peak, compute PTT, 

find systolic and diastolic peaks, 
Derivation of both peaks to find 

the dicrotic notch 

BNN 

Mean and Standard deviation 

SBP -0.41 ± 2.02 mmHg 

DBP 0.46 ± mmHg 

Cuffless BP 

Yao et al. 
[27] 

MIMIC-II 

2000 
records 

500 

samples 
from each 

record 

Wavelet 

decomposition 
with db5 level 8 

+ low pass filter 

70 features were extracted from 
the ECG and PPG signals, an 

optimized selection feature set 

was extracted from the 70 
features 

SVM, 
AdaBoost 

LR, DT 

RT, Ridge 
regression 

AdaBoost showed the highest 
performance 

SBP   MAE: 8.02   RMSE: 

10.73 r: 0.80 
MBP   MAE: 5.09   RMSE: 

7.52   r: 0.69 

DBP    MAE: 4.54   RMSE: 
6.88   r: 0.71 

Cuffless BP 

Jan et al. [28] 30 Subjects 

Pre-processed 

ECG and PPG 
signal 

Parameters from HRV and PRV 

SDNN, SDPP, 

RatioRR of 
HRV, PRV 

The ratio of HRV was higher 

than PVR in all of the classes 
and even during the rest 

RSA 

estimation 

Wang et al. 

[29] 
10 Subjects 

FFT + Kaiser 

window-based 
FIR filter 

Featuresfrom ECG, PPG, and 

Combination of features from 
them 

SVM Accuracy = 95% 
Alcohol 

consumption 

Vandecasteele 
et al. [30] 

11 Subjects 

ECG: Notch filter 

PPG: Linear 
Low pass 

filter 

PRV + HRV 

+ Epileptic Seizure detection 

algorithm 

- 

Sensitivity Wearable PCG = 

70% 
Wearable ECG=32% 

Hospital ECG = 57% 

Epileptic 

Seizure 

Prediction 

 

 

5. CONCLUSIONS AND FUTURE WORK  

 

Several researchers around the world address different 

problems that are related to the ECG and PPG signals 

combined. Therefore, they require more information in the 

analysis of the signals at different stages. Even though there 

exist different studies that applied both signals in different 

applications and problems, but there are still lots of 

applications that both signals can be applied in. In this paper, 

a comprehensive study has been provided, and the datasets, 
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preprocessing, feature extraction, classification, and 

applications have been handled using different aspects. A few 

numbers of recommendations are concluded. It is 

recommended that the PPG fragment or the ECG fragment as 

a whole be used in the phase of feature extraction. The main 

reasons for this are that the PPG and the ECG fragments hold 

a lot of samples and features that can benefit the type of 

application the signals are conducted in, and in addition to this, 

every disease or arrhythmia that affect the heart will have a 

different shape in the ECG and PPG fragment. The fragment 

or the frequency of the fragment in both signals can have a 

huge influence on the prediction and estimation performance. 

It is also recommended from the research community that the 

heart datasets available online should include the ECG, PPG, 

phonocardiogram (PCG), and any other signals related to the 

heart for a single individual because a few datasets are 

available online have multiple signals obtained from the heart. 

In other words, even if the individual is a patient or in a good 

health situation, the combination between his signals and the 

variances obtained from the signals can enhance the 

application's performance. This can also provide a better 

estimate in different applications because each individual has 

multiple signals related to the heart. In this way, the interested 

researchers can have the recent developments and applications 

on various aspects of ECG and PPG signals combined from a 

single source. 
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