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In distributed m-health communication, it is a major challenge to develop an efficient blind 

watermarking method to protect the confidential medical data of patients. This paper 

proposes an efficient blind watermarking for medical images, which boasts a very high 

embedding capacity, a good robustness, and a strong imperceptibility. Three techniques, 

namely, discrete cosine transform (DCT), Weber’s descriptors (WDs), and Arnold chaotic 

map, were integrated to our method. Specifically, the Arnold chaotic map was used to 

scramble the watermark image. Then, the medical image was partitioned into non-over 

lapping blocks, and each block was subjected to DCT. After that, the scrambled watermark 

image data were embedded in the middle-band DCT coefficients of each block, such that 

two bits were embedded in each block. Simulation results show that the proposed 

watermarking method provides better imperceptibility, robustness, and computational 

complexity results with higher embedding capacity than the contrastive method. 
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1. INTRODUCTION

In the information era, a huge amount of data is transmitted 

online. The security of information and the protection of 

multimedia copyright become challenging problems. To cope 

with these challenges, digital watermarking and many other 

techniques have been developed. There are three fundamental 

requirements of digital watermarking: robustness, 

imperceptibility, and security (e.g., copyright, integrity, 

authenticity, and source traceability). However, the three 

requirements are conflicting. For example, a high robustness 

will sacrifice the perceptual transparency of the watermark, 

and vice versa. Watermarking protects the original data by 

embedding the information in multimedia. 

Since the 1990s, digital watermarking has been growing 

rapidly. To protect the copyright of multimedia data, the 

technique is mainly applied in the following cases: intellectual 

property protection of multimedia, anti-counterfeiting of 

invoices in financial contracts, and the hidden recognition and 

tampering tips of videos/audios [1]. Basically, the 

watermarking process involves three steps: generation, 

embedding, and extraction. 

Watermarking methods can be roughly divided into three 

types: robust watermarking, fragile watermarking, and semi-

fragile watermarking [2]. The robust watermarking guarantees 

that the watermark image cannot be affected with any change 

on transformations [3]. The fragile watermarking allows the 

image to collapse with respect to any kind of transformations 

[4]. The semi-fragile watermarking endures minor alteration 

[5].  

Recently, quantum image watermarking has attracted much 

attention [6-9]. The quantum image can be characterized with 

the colors of monochromatic electromagnetic waves. 

Watermarking can be done both in spatial and frequency 

domains. In the spatial domain, watermarking is achieved by 

operating directly on pixels. This reduces the computing cost, 

but weakens robustness. In the frequency domain, the cover 

image is first converted from the spatial domain to the 

frequency domain through various transforms, such as discrete 

Fourier transform (DFT) [10], discrete cosine transform 

(DCT) [11], discrete wavelet transform (DWT) [12-14], and 

singular value decomposition (SVD) [15]. Frequency-domain 

watermarking is more computationally intensive but more 

robust than spatial-domain watermarking. 

This paper combines DCT with Weber’s descriptors (WDs) 

and Arnold chaotic map to improve the imperceptibility and 

robustness of image watermarking altogether. Specifically, the 

chaotic map was applied to the binary watermark image, and 

DCT was performed on the host image. The middle-band 

coefficients were considered for embedding the binary 

watermark image. The Arnold chaotic map was adopted to 

scramble the binary watermark image, and hence provides 

more protection.  

The rest of the paper is organized as follows: Section 2 

briefly reviews the relevant literature; Section 3 gives the basic 

preliminaries, and proposed an algorithm; Section 4 presents 

the comprehensive results; Section 5 compares the 

performance of the proposed algorithm with that of the related 

watermarking method; Section 6 concludes the research.  

2. LITERATURE REVIEW

The existing watermarking techniques employ different 

algorithms. Embedding capacity is the most demanding 

function of these techniques. Zhang et al. [16] adopted a 

reversible watermarking method to improve the embedding 

capacity: a quadratic difference expansion is applied on 

adjacent pixels. This watermarking method not only doubles 

the embedding capacity, but also significantly improves the 

visual quality. Taha et al. [17] developed a perceptual mapping 

model by integrating integer-based lifting wavelet transform 
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into an adaptive watermarking algorithm. This algorithm can 

quickly embed and extract the watermark bits, and achieve a 

good imperceptibility. Ernawan and Kabir [18] presented a 

watermarking method, which modifies the selected DCT 

coefficients according to the features of human vision. For 

additional protection, an Arnold chaotic map was to encrypt 

the watermark bits. This watermarking method achieves a 

good imperceptibility and a high robustness. 

Sun et al. [19] designed an efficient and robust 

watermarking algorithm, which effectively employs 

multilayer back propagation (BP) feed-forward neural 

network in compressed domain. This algorithm trains the 

neural network with three layers, and obtains the host image 

through decompression. Ariatmanto and Ernawan [20] created 

a novel embedding technique with a good robustness and a 

desirable imperceptibility. At first, the host image was 

partitioned into non-overlapping blocks of the size 8×8, and 

the variance of every block was calculated to determine the 

embedding regions. The binary watermark bits were 

embedded with various strengths, which depend on the set of 

self-designed rules [20]. Singh [21] put forward a robust 

watermarking technique for embedding medical images with 

the help of three transforms. Despite its high robustness, this 

technique demands a high computational cost. 

Chan et al. [22] came up with a watermarking method that 

partitions the cover image and watermark image into blocks 

before embedding. To ensure robustness, an ordered 

Hadamard transform (OHT) was applied on the partitioned 

blocks. But this method is susceptible to some attacks. The 

watermarking technique proposed by Singh, D. and Singh, S. 

[23] divides the watermark in two parts: the first part is 

concerned with the four most significant bits, and the second 

part with remaining four bits of all pixels. Thereafter, the two 

parts are converted into the frequency domain. This technique 

achieves a good robustness at a high computational cost. 

Experimental results show that the technique is more robust 

and secure than the earlier approaches. Ghadi et al. [24] 

employed a Jacobian matrix to embed the watermark image in 

a spatial domain, with the mean of all the pixels in every 8×8 

block as a key. This algorithm achieves a high imperceptibility 

and a high robustness, but requires lots of operations. 

Bhatnagar et al. [25] applied fractional wavelet packet 

transforms to improve the robustness of watermarking against 

various attacks. In this method, it is only possible for the 

authorized to access data, for the prior knowledge of the host 

image is a must for data accesses. If the requestor is an 

unauthorized intruder, the watermark results will be 

eliminated through the degradation of the quality of the 

observed image. Abdelhakim et al. [26] designed a new fitness 

function based on artificial bee colony (ABC) algorithm to 

embed a watermark image. The blind watermarking technique, 

coupled with ABC fitness function, achieves a good 

robustness at the cost of computing time and robustness. 

Moghaddam and Nemati [27] adopted an imperialist 

competitive algorithm (ICA) to locate the optimum pixels for 

embedding watermark image in the spatial domain. This 

watermarking method realizes a good robustness and a high 

imperceptibility, but takes numerous operations to embed 

watermark image. AL-Nabhani et al. [28] combined DWT and 

probabilistic neural network (PNN) into a robust 

watermarking technique, which trains the DWT coefficients to 

embed the watermark image. The watermarking method 

boasts high embedding capacity, imperceptibility, and 

embedding capacity. However, it cannot protect image quality 

from being undermined by compression attacks. Dong et al. 

[29] proposed two watermarking methods for public and 

private watermarking applications. One of them relies on 

image normalization, and the other adopts mesh-based 

resynchronization. The two methods realize low bit error rates 

and perfect detection results, even under some attacks. 

Arsalan et al. [30] developed an intelligent watermarking 

method coupling integer wavelet transform (IWT) and genetic 

programming (GP). The GP was adopted to select IWT 

coefficients, and then to embed watermark image. This 

method realizes good data payload and imperceptibility, but 

does not provide a good robustness. Han et al. [31] developed 

a robust and imperceptible watermarking method with a strong 

embedding capacity based on genetic algorithm. Arya et al. 

[32] proposed a non-blind watermarking method, which 

embeds two binary watermark bits in LL2 and HH2 sub-bands, 

and hence obtains a good robustness against attacks like JPEG 

compression, filtering, and geometric distortions. Soualmi et 

al. [33] created a blind watermarking technique for medical 

images: watermark data are embedded in four middle-band 

DCT coefficients, according to the orientation of these 

coefficients. In this way, the technique is robust against attacks 

like JPEG compression, noising, and median filtering. 

Nevertheless, the technique faces a low embedding capacity 

[33].  

This paper designs an effective blind watermarking method 

for medical images. DCT, WDs, and Arnold chaotic map were 

synthesized to enhance the robustness against various attacks, 

such as JPEG compression, noising, and median filtering. The 

proposed method can realize a strong imperceptibility, and a 

good embedding capacity. The excellence in embedding 

capacity is attributed to embedding two watermark bits in a 

block of size 4×4. 

 

 

3. METHODOLOGY 

 

The proposed watermarking technique includes two 

processes: watermark embedding, and watermark extraction. 

 

3.1 Arnold scrambling 

 

Digital image scrambling relocates image pixels randomly 

to increase confusion, turning the original image into a 

meaningless image. The security of image information is 

thereby improved. The scrambling mainly aims to transform a 

basic image into a disordered image, and to remove the high 

correlation among neighboring pixels. The most popular 

scrambling technique is the highly secure Arnold transform 

[34]. The Arnold scrambling method can be described as 

follows: 

 

[
𝒊′

𝒋′] = [
𝟏 𝟏
𝟏 𝟐

] [
𝒊
𝒋
]  𝒎𝒐𝒅 𝑵; 𝒊′, 𝒋′, 𝒊 𝒂𝒏𝒅 𝒋

= {𝟎, … − 𝟏} 
(1) 

 

where, i and j are the coordinates of a pixel in the 

watermarking image; 𝑖′ and 𝑗′are the coordinates of a pixel in 

the scrambled image. The original image can be restored 

through inverse Arnold scrambling as follows: 

 

[
𝒊
𝒋
] =  ([

𝟐 −𝟏
−𝟏 𝟏

] [
𝒊′

𝒋′] +  [
𝑵
𝑵

])  𝒎𝒐𝒅 𝑵 (2) 
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3.2 WDs 

 

The Weber’s law illustrates that the ratio of the increment 

threshold to the background intensity is a constant [35]. 

Inspired by this law, Chen et al. [36] proposed a Weber’s local 

descriptor (WLD), which contains a differential excitation (ξ) 

and an orientation (φ). The differential excitation ξ (P) of a 

pixel P can be calculated by:  

 

𝝃(𝑷) = 𝒂𝒓𝒄𝒕𝒂𝒏 [ ∑ (
𝑷𝒏  − 𝑷

𝑷
)

𝒎−𝟏

𝒏=𝟎

] (3) 

 

where, Pn is the intensity of m neighboring pixels. The 

orientation φ (P) of a pixel P with m neighboring pixels can be 

calculated by: 

 
𝝋(𝑷) = 𝒎𝒆𝒅𝒊𝒂𝒏 (𝝋(𝒊));  𝒊 =  {𝟎, … 𝒎 − 𝟏} (4) 

 
where, 𝜑(𝑖) can be expressed as: 

 

𝝋(𝒊) = 𝒂𝒓𝒄𝒕𝒂𝒏 (
𝑷𝑹(𝒊+𝟒) − 𝑷𝒊

𝑷𝑹(𝒊+𝟔) − 𝑷𝑹(𝒊+𝟐)

) ;  𝒊

=  {𝟎, … 𝒎 − 𝟏} 

(5) 

 

where, pi (i = 0, …m-1) are the neighbors of the current pixel 

P; R(y) is the modulus operation, i.e., R(y) = mod (y, m). 

Formulas (4) and (5) indicate the insufficiency of computing 

only half of the angles, as there exists symmetry for 𝜑(𝑖)s 

when I falls in [0, m/2-1] or [m/2, m-1]. In this paper, the 

orientation φ is employed in the frequency domain for 

watermark embedding and extraction. 

 

3.3 Watermark embedding  

 

Figure 1 illustrates the complete process of watermark 

embedding. Firstly, the region of interest (ROI) is selected in 

the medical image (host image). Then, the watermark image is 

embedded in the ROI to provide additional protection of the 

watermark image. After that, the ROI is divided into non-

overlapping blocks of the size 4×4. Each block is subjected to 

the DCT, and the middle-band coefficients of DCT are used 

for embedding the watermark image.  

Soualmi’s method [33] only embedded one bit in each 4×4 

block, whereas our method embeds two bits in each 4×4 block 

to enhance the embedding capacity. To embed an N×N binary 

watermark image, Soualmi’s method [33] required that the 

host image must be no smaller than 4N×4N. By contrast, a host 

image of 2N×4N or 4N×2N is sufficient in our method. In other 

words, in Soualmi’s approach [33], a host image of 4N×4N can 

embed only one N×N binary watermark image. Meanwhile, in 

our method, a host image of 4N×4N can embed two N×N 

binary watermark images or a single 2N×N or N×2N binary 

watermark image. Before embedding, the binary watermark 

image is scrambled by Arnold chaotic map to enhance the 

security of the binary watermark image. 

To improve the robustness of Arnold transform, this paper 

proposes a two-level image scrambling process. Firstly, 

pseudo random number sequences R0 and R1 of the size N are 

generated, and the size of the binary watermarking image is 

denoted as N×N. Then, the rows of the binary watermarking 

image are permutated with pseudo random number sequence 

R0, and the columns of the image are permutated with pseudo 

random number sequence R1. After the rows and columns are 

scrambled into an image, all the pixels of this image are 

scrambled by Arnold transform. 

As shown in Figure 2, the watermark image is mainly 

embedded through the following steps: 

 

Step 1 Scramble the two N×N binary watermarking images 

through two-level image scrambling process (the 

concatenation of these two images is denoted by W). 

Step 2 Select the ROI of the medical image (host image). 

Step 3 Divide the selected ROI into 4×4 non-overlapping 

blocks Bi, i = 1,…N2. 

Step 4 Set i = 1 

Step 5 Apply DCT on a block Bi and select 2 middle-band 

coefficients (C1and C2).  

Step 6 Calculate the orientation (φ) of Bi: 

𝝋(𝑩𝒊) = 𝐚𝐫𝐜𝐭𝐚𝐧 (
𝑪𝟏

𝑪𝟐

) 

Step 7 Adjust the boundaries: If φ (Bi) = 0°or 45°or -45° or 

90° or -90°, modify φ (Bi) by a small angle through 

modification of either of C1and C2 of Bi.  

Step 8 Embed the scrambled binary watermarking image 

bits W2i-1 and W2i on the two middle-band coefficients 

C1and C2 of Bi according to the following cases: 

Case 1 If 0°<φ (Bi) < 45°, modify the values of C1, C2, C3, 

and C4 as follows: 

• If W2i-1W2i= 01, then C1= - C1. 

• If W2i-1W2i= 10, then permute (C1, C2). 

• If W2i-1W2i= 11, then permute (C1, C2) and C1= - C1. 

• C1 = C1 + K. 

Case 2 If 45°<φ (Bi) < 90°, modify the values of C1, C2, C3, 

and C4 as follows: 

• If W2i-1W2i= 11, then C1= - C1. 

• If W2i-1W2i= 00, then permute (C1, C2). 

• If W2i-1W2i= 01, then permute (C1, C2) and C1= - C1. 

• C1 = C1 + K. 

Case 3 If -45°<φ (Bi) < 0°, modify the values of C1, C2, C3, 

and C4 as follows: 

If W2i-1W2i= 00, then C1= - C1. 
 

 
 

Figure 1. Watermark embedding process 
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Figure 2. Flow of watermark bits embedding in our algorithm 

 

 
 

Figure 3. Watermark extracting process 

 

• If W2i-1W2i= 11, then permute (C1, C2). 

• If W2i-1W2i= 10, then permute (C1, C3) and C1= - 

C1. 

• C1 = C1 + K. 

Case 4 If -90°<φ (Bi) < -45°, modify the values of C1, C2, 

C3, and C4 as follows: 

• If W2i-1W2i= 10, then permute C1= - C1. 

• If W2i-1W2i= 01, then permute (C1, C2). 

• If W2i-1W2i= 00, then permute (C1, C2) and C1= - 

C1. 

• C1 = C1 + K. 

where, K is an embedding strength to reinforce the presence of 
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the watermark. 

Step 9 Apply the inverse DCT on a block Bi.  

Step 10 If not all the watermark bits are embedded, return to 

Step 5 with i = i + 1. 

During the embedding process, the WLD, i.e., orientation 

(φ) of Bi, is calculated with only two middle-band coefficients 

instead of four in formula (5). Taking two coefficients instead 

of four can improve the imperceptibility, and effectively solve 

the above four possible cases. In addition, the presence of four 

cases makes it possible to embed two watermark bits in one 

block, thereby increasing the embedding capacity. 

 

3.4 Watermark extracting  

 

Figure 3 explains the flow of watermark image extraction. 

Because our watermarking technique is a blind approach, the 

embedding secret is sufficient for the extracting a watermark 

image. Similar to the embedding process, the extraction 

process firstly selects the ROI of the host image, and then 

extracts a watermark image from that ROI. 

 

 
 

Figure 4. Flow of watermark bits extraction in our algorithm 

 

As shown in Figure 4, the watermark image can be extracted 

in the following steps: 

 

Step 1 Select the ROI of the medical image (host image). 

Step 2 Divide the selected ROI of host image into 4×4 non-

overlapping blocks Bi, i = 1,…N2. 

Step 3 Set i = 1 

Step 4 Apply DCT on a block Bi, and select 2 middle-band 

coefficients (C1 and C2). 

Step 5 Calculate the orientation (φ) of Biby: 

Step 6 Extract the scrambled binary watermarking image 

bits W2i-1 and W2iaccording to the following cases: 

       Case 1     If 0°<φ (Bi) <45°, W2i-1W2i= 00 

       Case 2    If 45°<φ (Bi) <90°, W2i-1W2i= 10 

       Case 3    If -45°<φ (Bi) <0°, W2i-1W2i= 01 

       Case 4    If -90°<φ (Bi) < -45°, W2i-1W2i= 11 

Step 7 Apply the inverse DCT on a block Bi.  

Step 8 If not all the watermark bits are extracted, return to 

Step 4 with i = i + 1. 

Step 9 Inverse scramble the extracted watermark image to 

get the original watermark image. 

 

 

4. EXPERIMENTAL RESULTS 

 

Several experiments were carried out on grayscale medical 

images (host images) of 256×256 and a binary watermark 

image of 32×64. The embedding strength K in these tests was 

set to 30. The proposed watermarking method was tested 

against various attacks, such as JPEG compression, filtering, 

noising, and geometric distortions. 

Figure 5 shows the host images and the binary watermark 

image used in the experiments. The experimental results were 

evaluated by famous metrics like peak signal-to-noise ratio 

(PSNR), structural similarity (SSIM), and normalized cross-

correlation (NC). The PSNR and SSIM were calculated 

between the watermark image and the host image. The PSNR 

can be calculated by the mean squared error (MSE): 

 

𝑴𝑺𝑬 =
𝟏

𝒎 × 𝒏
 ∑   ∑[𝑿 (𝒖, 𝒗) −  𝒀 (𝒖, 𝒗)]𝟐

𝒏−𝟏

𝒗=𝟎

𝒎−𝟏

𝒖=𝟎

 (6) 

 

𝑷𝑺𝑵𝑹 =  𝟏𝟎 𝒍𝒐𝒈 (
𝟐𝟓𝟓𝟐

𝑴𝑺𝑬
)  𝒅𝑩 (7) 

 

where, X and Y are the host and watermark images of the size 

m×n. The SSIM between the host and watermark images can 

be defined as: 

 

𝑺𝑺𝑰𝑴 =  
(𝟐𝝁𝟏𝝁𝟐 + 𝒄𝟏)(𝟐𝝈𝒋 + 𝒄𝟐)

(𝝁𝟏𝟐 +  𝝁𝟐𝟐 + 𝒄𝟏)(𝝈𝟏𝟐 + 𝝈𝟐𝟐 + 𝒄𝟐)
 (8) 

 

where, μ1 and μ2 are the mean values of the host and watermark 

images, respectively; σ1 and σ2 are the variances of the host 

and watermark images, respectively; σj is the covariance of the 

watermark images; c1 and c2 are the two constants used to 

avoid the zero dominators. The NC between the original 

watermark W and the extracted watermark W′  can be 

calculated by: 

 

𝑵𝑪 =
𝟏

𝒘𝒎 × 𝒘𝒏
∑  ∑ [𝑾 (𝒖, 𝒗)⨁ 𝑾′ (𝒖, 𝒗)]̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝒘𝒏−𝟏

𝒗=𝟎

𝒘𝒎−𝟏

𝒖=𝟎

 

 

(9) 

 

where, ⨁ is the exclusive-or (XOR) operation; wm×wn is the 

size of the watermark image. The quality of watermark image 

was evaluated with PSNR and SSIM, while the quality of 

extracted watermark image was evaluated with NC. Figure 

6(a)-(j) display the watermark images of the host images in 

Figures 5(a)-(j), respectively. The binary watermark image 

extracted from these watermark images is shown in Figure 6 

(k).  

Table 1 lists the performance results, e.g., PSNR, SSIM, NC, 

embedding time, and extraction time, of the proposed method 

for various host images and a binary watermark image in 

Figure 5. The results of the proposed algorithm were evaluated 

in terms of imperceptibility, robustness, and computational 

complexity. 
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Figure 5. (a)-(j) the host images, and (k) the binary watermark image 

 

 
 

Figure 6. (a)-(j) the watermark images of the host images in Figures 5 (a) – (j), respectively, and (k) the binary watermark image 

extracted from these watermark images 

 

4.1 Imperceptibility measurement 

 

The watermark imperceptibility refers the degree to which 

the watermark image is similar to the host image. Hence, the 

imperceptibility of the proposed watermarking technique can 

be measured by PSNR and SSIM. If the MSE is small or the 

PSNR is high, then the watermark has a strong imperceptibility, 

i.e., the watermark image is not severely distorted. The closer 

the SSIM is to 1, the more similar the watermark image is to 

the host image. 

Table 1 shows the watermark imperceptibility of the 

proposed watermarking technique in terms of PSNR and SSIM 

between the watermark image and the host image. It is very 

clear that the proposed watermarking method achieved very 

encouraging results: the PSNR values for all images exceeded 

42dB, and the SSIM values for all watermark images surpassed 

0.99. It is also apparent that no visual degradation was found 

in the watermark images, through comparison with the original 

host images. Hence, the proposed watermarking technique 

maintains the quality of the watermark image, as compared to 

the host images. This is because only two middle-band 

coefficients of the blocks are slightly adjusted during the 

embedment of binary watermark data. Furthermore, the NC for 

all images was equal to 1, suggesting that each extracted 

watermark image is similar to the original watermark image. 

 

Table 1. Performance results of the proposed method 

 
Cover 

Image in 

Figure 5 

Performance results 

PSNR 

(dB) 

SSIM NC Embedding 

Time (s) 

Extraction 

Time (s) 

(a) 58.59 0.9994 1 0.0916 0.0419 

(b) 47.71 0.9948 1 0.0888 0.0410 

(c) 52.21 0.9962 1 0.0908 0.0411 

(d) 53.40 0.9979 1 0.0863 0.0407 

(e) 49.58 0.9979 1 0.0905 0.0411 

(f) 54.69 0.9987 1 0.0936 0.0418 

(g) 48.05 0.9977 1 0.0943 0.0421 

(h) 43.64 0.9949 1 0.0938 0.0423 

(i) 55.25 0.9985 1 0.0927 0.0413 

(j) 49.55 0.9981 1 0.0978 0.0426 
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Table 2. Robustness measurement of the proposed method 

 

 
 

4.2 Robustness measurement 

 

The robustness refers to the ability of a watermark to 

withstand the attacks that try to modify the original image. 

Here, the robustness is measured by NC. The closer the NC 

value is to 1, the more similar the extracted watermark image 

is to the original watermark. The robustness of our method was 

tested under various attacks, namely, JPEG compression, 

filtering, noising, and geometric distortions. The NC values 

were calculated under each attack. 

Table 2 presents the mean NC results. It can be observed 

that the proposed algorithm achieved a good robustness, as the 

NC values were high except for geometric distortions like 

rotation and scaling. The good robustness comes from the 

slight change of the orientation, when the coefficients are 

modified during attacks. Even if the watermark image is under 
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attack, our method can extract a binary watermark image with 

minimal distortion. 

 

4.3 Computational complexity measurement 

 

The computational complexity refers to the time consumed 

in the embedding and extraction processes of the 

watermarking method. Table 1 shows the time required for 

embedding and extracting the watermark images in various 

medical images. It is evident that our method took a very short 

execution time: less than 94ms was consumed for embedding, 

and 43ms for extraction. The time efficiency mainly arises 

from the swiftness of our method in embedding/extracting the 

binary watermark image in/from medical images. 

 

 

5. PERFORMANCE COMPARISON 

 

To demonstrate its efficiency, our method was compared 

with Soualmi’s method [33] in terms of imperceptibility, 

robustness, and computational complexity. For Soualmi’s 

method [33] and our method, 32×32 and 32×64 binary 

watermark images were embedded on the grayscale medical 

images (host images) of 256×256, respectively. The 

embedding strength K of both watermarking methods was set 

to 30. Table 3 compares the imperceptibility levels of the two 

methods. Table 4 compares the robustness levels of the two 

methods in terms of mean NC. Table 5 compares the 

computational complexities of the two methods. 

It is clear from the Table 3 that, on average, the PSNR values 

of the proposed method were approximately 1.55dB higher 

than those of Soualmi’s method [33] on various host images. 

This table also shows that our method achieved an 

approximately 0.003 higher mean SSIM than Soualmi’s 

method [33]. Table 4 displays that the proposed watermarking 

method realized better average NC values than Soualmi’s 

method [33]. Table 5 shows that our watermarking method 

consumed a short time in embedding and extracting watermark 

bits. 

Overall, the proposed watermarking method provides better 

imperceptibility, robustness, and computational complexity 

than Soualmi’s method [33], while doubling the embedding 

capacity. In Soualmi’s method [33], one watermark bit is 

embedded in a 4×4 block. Our method doubles the embedding 

capacity by embedding two watermark bits instead of one in a 

4×4 block. The imperceptibility is improved by taking two 

coefficients instead of four coefficients. 

 

Table 3. Imperceptibility comparison of the proposed 

method with Soualmi’s method [33] 

 
Cover 

image in 

Figure 5 

Our method Soualmi’s 

method[33] 

PSNR 

(dB) 

SSIM  PSNR 

(dB) 

(a) 58.59 0.9994 54.05 0.9982 

(b) 47.71 0.9948 46.06 0.9887 

(c) 52.21 0.9962 50.09 0.9929 

(d) 53.40 0.9979 50.25 0.9958 

(e) 49.58 0.9979 49.39 0.9962 

(f) 54.69 0.9974 49.28 0.9952 

(g) 48.05 0.9977 47.18 0.9950 

(h) 43.64 0.9949 42.97 0.9856 

(i) 55.25 0.9985 50.58 0.9958 

(j) 49.55 0.9981 48.40 0.9947 

Table 4. Robustness comparison in terms of mean NC 

 
Attack Our 

method 

Soualmi’s method 

[33] 

White-Noise  

(V= 0.005) 

0.9075 0.8188 

Salt & Pepper Noise 

(V= 0.01) 

0.9824 0.9539 

Speckle Noise 

 (V= 0.01) 

0.9702 0.8262 

Median Filtering 

[3, 3] 

0.8939 0.8079 

Average Filtering  

[3, 3] 

0.8895 0.8651 

Rotation-450 0.7457 0.6739 

JPEG-Compression 

(50) 

0.8926 0.8146 

 

Table 5. Computational complexity comparison in terms of 

embedding and extracting time 

 
Cover 

image 

in 

Figure 

5 

Our method Soualmi’s method [33] 

Embedding 

time (s) 

Extraction 

time (s) 

Embedding 

time (s) 

Extraction 

time (s) 

(a) 0.0916 0.0419 0.0951 0.0418 

(b) 0.0888 0.0410 0.0923 0.0411 

(c) 0.0908 0.0411 0.0907 0.0418 

(d) 0.0863 0.0407 0.0843 0.0392 

(e) 0.0905 0.0411 0.0934 0.0410 

(f) 0.0936 0.0418 0.0920 0.0424 

(g) 0.0943 0.0421 0.1037 0.0441 

(h) 0.0938 0.0423 0.0956 0.0421 

(i) 0.0927 0.0413 0.0922 0.0420 

(j) 0.0978 0.0426 0.1077 0.0489 

 

 

6. CONCLUSIONS 
 

This paper presents an efficient blind watermarking method, 

which employs the DCT, WDs, and Arnold chaotic map to 

embed a binary watermark image in medical images. By 

computing the WDs, e.g., orientation, with only two middle-

band DCT coefficients, our method realizes better 

imperceptibility and robustness, with considerably more 

embedding capacity. Besides, the method demonstrates a 

notable robustness performance against various attacks, such 

as noising, JPEG compression, and median filtering. The 

imperceptibility results of our method are interesting and 

encouraging. In addition, the proposed embedding and 

extraction algorithms take a short time for embedding and 

extracting the binary watermark image. 
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