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 This paper simply presents a fully automated breast cancer detection system as “Deep Multi-

view Breast cancer Detection” based on deep transfer learning. The deep transfer learning 

model i.e., Visual Geometry Group 16 (VGG 16) is used in this approach for the correct 

classification of Breast thermal images into either normal or abnormal. This VGG 16 model 

is trained with the help of Static as well as Dynamic breast thermal images dataset consisting 

of multi-view, single view breast thermal images. These Multi-view breast thermal images 

are generated in this approach by concatenating the conventional left, frontal and right view 

breast thermal images taken from the Database for Mastology Research with Infrared image 

for the first time in order to generate a more informative and complete thermal temperature 

map of breast for enhancing the accuracy of the overall system. For the sake of genuine 

comparison, three other popular deep transfer learning models like Residual Network 50 

(ResNet50V2), InceptionV3 network and Visual Geometry Group 19 (VGG 19) are also 

trained with the same augmented dataset consisting of multi-view as well as single view 

breast thermal images. The VGG 16 based Deep Multi-view Breast cancer Detect system 

delivers the best training, validation as well as testing accuracies as compared to their other 

deep transfer learning models. The VGG 16 achieves an encouraging testing accuracy of 

99% on the Dynamic breast thermal images testing dataset utilizing the multi-view breast 

thermal images as input. Whereas the testing accuracies of 95%, 94% and 89% are achieved 

by the VGG 19, ResNet50V2, InceptionV3 models respectively over the Dynamic breast 

thermal images testing dataset utilizing the same multi-view breast thermal images as input. 
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1. INTRODUCTION 

 

The cancer of Breast is the most commonly diagnosed non-

cutaneous malignancy in women’s all over the world. Its 

timely and early detection in the initial stages proved to be 

very helpful and thus eventually enhances the chances of 

patient’s survival [1]. Breast cancer ranks fifth when it comes 

to the number deaths caused by any cancer worldwide as per 

GLOBOCAN data 2020. The cancer of breast is the major 

reason of women’s mortality and morbidity surpassing lung 

cancer in 2020 [2]. Breast cancer basically originates from the 

tissues of breast and especially from the interior lining of the 

lobules or the milk ducts in the breast. Breast cancer cells are 

the result of the RNA or DNA modification and mutation 

which eventually transformed a normal cell into a cancer cells. 

Basically bacteria, chemicals in the air, electromagnetic 

radiation, viruses, fungi, mechanical cell-level injury, 

parasites, heat, water, food, free radicals, aging of DNA or 

RNA and evolution are all can be the reason behind this type 

of harmful mutation of DNA which leads to cancer of breast 

[3]. Apart from this, the major risk factors associated with 

breast cancer are the obesity, family background or history, 

race, genetics, alcohol consumption, avoid doing physical 

labor for long time etc. [4]. Detection of breast cancer at an 

early stage accompanied by the advance medical treatment 

will play a major role to avoid mortality from this type of 

cancer. The mostly employed ways to diagnose breast cancer 

is by performing regular screening tests and these test may 

include manual screening by physicians as well as utilizing the 

medical imaging techniques like Thermography, 

Mammography, and Ultrasound etc. [5]. Even there are some 

developed countries which makes it mandatory for women’s 

over 30 years of age and associated with high risk factors to 

go through these screening test on a yearly basis to decrease 

the high mortality rate caused by breast cancer in their 

countries [6]. 

The Mammography and Thermography are the widely used 

medical imaging techniques employed for the detection of 

breast cancer. Since the Mammography imaging technique 

suffers from the drawbacks of high cost as well as patient 

exposure to high radiation which could result in other health 

problems [7]. Due all these major drawbacks, it’s the 

Thermography imaging technique which is getting popular 

and prescribed as a complementary test by the doctors for the 

early screening of breast cancer especially in case of some 

major symptoms. Since this thermography technique is 

noninvasive and contactless, which makes its popular among 

female patients as compare to other imaging techniques. This 

thermal imaging technique is based on the concept of 

capturing the infrared radiation emitted from the skin of 

human body which determines bilateral symmetry patterns in 

normal cases and any variation in such symmetry patterns will 
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highlights the anomalies. These anomalies could be the result 

of circulation and metabolic changes which occurred due to 

the excessive heat produced by the tissues of tumor present in 

the breast [8]. As the cancerous tissues metabolize faster than 

the normal tissues raising the temperature of the tumor 

location on the breast as compare to the surrounding regions. 

This change in temperature is precisely captured with the help 

of this thermal imaging technique employing thermal cameras. 

This technique captures breast thermal images utilizing two 

acquisition protocols i.e. Static and Dynamic [9, 10]. The 

Static thermal images are not related to time and they are taken 

one per patient at different angles. Whereas the Dynamic 

thermal images are captured during particular interval of time 

while passing through a cooling step [11]. This technique is 

having the capacity to detect breast cancer at a very early stage 

even when the patient is asymptomatic provided that patient is 

screened at regular intervals. The Static as well as Dynamic 

protocol based breast thermal images of normal and abnormal 

patient is presented with the help of Figure 1. The Figure 1 

also showcases their corresponding grey scale images (free 

from image artefacts). The normal Frontal breast thermal 

images of Static and Dynamic protocol based in Figure 1 are 

having symmetric heat patterns i.e. uniform temperature 

throughout both the breasts region of a volunteer. Along with 

this, the left and right breast thermal images are also 

showcasing shape symmetry i.e. almost same shape of both the 

breast regions. Whereas the Static and Dynamic protocol 

based abnormal frontal breast thermal images are having 

asymmetric heat patterns, which are highlighted in the Figure 

1 and also the left as well as right abnormal breast thermal 

images of a patient are lacking the shape symmetry quotient 

i.e. shape of both the breasts are somewhat different with each 

other. 

 

 
 

Figure 1. The normal and abnormal static as well as dynamic 

breast thermal images 

 

The deep learning and deep transfer learning are actually the 

two subdomains of machine learning. The machine learning 

based various Computer aided diagnosis systems (CAD) are 

developed in the last decade and so, which are accurately 

detecting as well as classifying various brain, lungs, liver, 

breast etc. disorders utilizing the clinical images of these 

organs [12]. These CAD systems research and development 

are even more important in the context of present scenario, 

where the whole world is facing severe crisis of medical 

facilities as well as doctors [13]. So there is a need to develop 

robust and accurate CAD systems, which could assist 

radiologist in the interpretation of breast thermal images into 

normal or abnormal images. At the same time the low 

diagnostic ability of thermography technique, which is 

majorly caused due to the limited as well as weak expertise of 

doctors in the interpretation of breast thermal images to detect 

breast anomalies can be easily enhanced with the usage of 

these CAD systems based on deep learning and deep transfer 

learning. As the deep learning and deep transfer learning based 

systems are offering advantages like fully automated in nature, 

less complex to develop (requires hyper parameter tuning), 

offering optimal training time with highest accuracy. Unlike 

the traditional machine learning based systems, which requires 

proper manual selection of segmentation, feature extraction 

methods along with an efficient classifier for performing 

classification. These systems also require more training time 

and offers less accuracy. It is because of all these 

disadvantages, now the machine learning based systems are 

getting replaced from the more advanced and accurate deep 

learning and deep transfer learning based systems. During the 

last two years, a significant amount of research is carried out 

for the development of such CAD systems especially based on 

deep learning and deep transfer learning for automating the 

entire process of diagnosing the breast cancer utilizing the 

various medical imaging modalities like Mammography [14-

16], Ultrasound [17, 18] and Thermography [19, 20] etc. The 

present research trend in this field is the use of more accurate 

and advanced deep transfer learning models, which even 

delivers good results with limited size datasets for training 

purpose [12]. But little magnitude of research is conducted for 

the developments of CAD systems utilizing thermal images as 

compare to other medical imaging modalities like 

Mammography and Histopathological images. Considering 

the fact that there is a need to develop more accurate and robust 

computer assisted automated approach or CAD system for the 

automated classification of breast thermal images into either 

normal or abnormal cases, the following contributions of this 

research article are stated as follows: 

(1) This research article presents an accurate fully 

automated breast cancer detection system based on the 

VGG16 deep transfer learning model utilizing both the Static 

and Dynamic thermal images. 

(2) This research article presents a novel idea of training the 

deep transfer learning models with the help of a 3 sides i.e. 

Multi-view breast thermal images, which can be fabricated by 

concatenating the conventional Left, Right and Frontal breast 

thermal images for the first time. Then experimentation and 

simulation is done to showcase that these Multi-view 

concatenated thermal images tends to delivered better results 

as compare to the conventional single view thermal images.  

(3) This research article also presents a brief 

experimentation utilizing both types of i.e. Static and Dynamic 

breast thermal images to showcase which type of thermal 

images delivered better results during training and testing 

phase. 

 

 

2. LITERATURE REVIEW 

 

This section simply presents some of the major state of the 

art approaches based on machine learning and deep learning 

proposed over the years for the accurate classification of breast 

cancer using the Thermal images or Thermography technique. 

Although the amount of research conducted in the domain of 
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thermography based breast cancer detection is far less as 

compare to the amount of research conducted in the domain of 

breast cancer detection approaches based on the 

Mammography, Histopathological images, Ultrasound etc. 

technique [19]. This fact is very well proved with the help of 

Figure 2 below. Out of these, majority of approaches utilizing 

the Thermal images are based on the conventional machine 

learning and ensemble learning rather than deep learning and 

deep transfer learning. This fact is very well proved with the 

help of Figure 3 below, which illustrates the five year search 

results associated with the number of research and review 

articles published related to Breast cancer detection based on 

Thermography along with the application of machine learning 

and its subdomains for the detection as well as classification 

of Breast cancer as per PubMed from 2016 to 2021. 

The automated breast cancer detection and classification 

approaches are basically divided into two broad categories i.e. 

one based on conventional machine learning as well as 

ensemble learning and other based on deep learning. The 

machine learning based approaches are majorly consisting of 

three stages i.e. segmentation, feature extraction and training 

of machine learning classifiers. These three stages are almost 

imperative in order to deliver high accuracy and good 

performance. A number of segmentation methods are used for 

the precise segregation of breast cancer i.e. region of interest 

(ROI) on the likes of Edge based segmentation, k-means and 

fuzzy c-means, Otsu’s thresholding, level-set methods, 

Extended Hidden Markov model etc. [20]. Now various 

feature extraction methods are used for the extraction of 

texture, statistical, histogram based features from the 

segmented ROI on the likes of Haralick, Gray Level Co-

occurrence Matrices (GLCM) features, Gray Level run length 

(GLRL) etc. [20-23]. Finally the extracted features are used 

for the training of various conventional machine learning 

classifiers like Naïve Bayes (NB), Support vector machine 

(SVM), K nearest neighbor (KNN), Random Forest (RF), 

Decision tree, AdaBoost etc. [24-29] to classify the breast 

thermal images into either normal or abnormal cases. Mostly 

the accuracies of these machine learning based approaches 

varies in the range from 92% to 97%. Majorly the performance 

of these approaches mainly depends on the correct selection of 

segmentation methods in order to extract the ROI then 

followed with an accurate feature extraction method and 

finally the correct machine learning classifier. 

Whereas the deep learning based approaches involves usage 

of training and tuning of deep convolutional neural networks 

with the aid either augmented datasets or with non-augmented 

datasets. These deep convolutional neural networks for breast 

cancer detection are either Deep Neural network, 

Convolutional neural networks, Recurrent Neural network or 

involves fine tuning of existing deep transfer learning models 

like ResNet18, ResNet34, ResNet50, ResNet101, ResNet152, 

Mobile Net, Inception Net, VGG 16, VGG 19 etc. [30-34] to 

classify breast cancer into normal or abnormal. These deep 

learning or deep transfer learning models are fully automated 

as they perform segmentation, feature extraction and 

classification directly from the training breast thermal images 

in order to make the predictions. Mostly the accuracies of these 

deep learning based approaches varies in the range from 90% 

to 99%. All these above mentioned state of the art machine 

learning and deep learning based approaches are briefly 

illustrated and compared with the help of Table 1. 

From the literature review above, the following points can 

be concluded as follows: 

(1) Majority of the Breast cancer detection approaches 

utilizing the thermography technique are based on machine 

learning. As deep learning and deep transfer are evolving 

fields and are already delivering better results in various 

classification task. So there is a need to develop a fully 

automated deep transfer learning systems for the Breast cancer 

detection and classification using the Thermography technique 

or Infrared thermal images. These fully automated systems can 

easily be transformed into a web application or even a mobile 

application so that this system can be used very easily and even 

by non-technical people.  

(2) As it is evident from the above comparison table that 

almost all the approaches whether based on machine learning 

or deep learning have only considered the Frontal view. 

Although the remaining two views i.e. Left and Right if 

concatenated with the Frontal view can represent more 

information and hence generate more accurate results. So 

experimentation is still required to be done with these Multi 

view concatenated images, which might enhance the overall 

performance of the system.  

Only a handful of approaches have considered using both 

the categories of thermal images for training and testing 

purpose. There is still scope to perform the simulation and 

experimentation to observe which thermal image acquisition 

protocols i.e. Static or Dynamic is delivering better results. 
 

 
 

Figure 2. The search results of five years illustrating the 

comparison among the number of research articles published 

related to the Breast Mammography, Histopathological, 

Ultrasound and Thermography techniques as per PubMed 

from 2016 to 2021 
 

 
 

Figure 3. The search results of five years illustrating the 

comparison among the number of research articles published 

related to the Breast cancer detection and classification based 

on Machine learning and Deep learning as per PubMed from 

2016 to 2021 
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Table 1. Comparison among the major state of the art approaches based on conventional machine learning and Deep learning 

 

Author and 

year 

Machine and deep learning 

classifier or models used 

Which view of 

thermal image 

is utilized 

Thermography 

Acquisition 

protocol used 

Results Datasets used 

Machine learning based approaches 

Silva et al. and 

2016 [22] 

Radom Forest (RF), KNN and 

BayesNet models 

Frontal view 

only 
Dynamic 

Average Accuracy of 

95.36% 

80 cases taken from the 

Database for Mastology 

Research with Infrared image 
(DMR-IR) [21] 

Lashkari et al. 

and 2016 [23] 

GLCM, Statistical, Histogram 

based, shape based features are 

used along with AdaBoost, SVM, 
KNN, NB etc. classifiers 

Frontal image 

of left and right 

breast 
 

- 

AdaBoost delivers best 

accuracy of 85.33 % on the 

left breast and 87.42% on 
the right breast 

A dataset consists of only 670 

images taken with the help of 
Thermal camera as 

Thermoteknix VisIR 640 with 

480 × 640 resolution 

Raghavendra et 

al. and 2016 
[24] 

The HOG descriptors kernel 

locality preserving 

projection (KLPP) is used along 
with various classifiers like KNN, 

DT, NB, PNN, SVM etc. 

Frontal view 

only 
- 

DT delivers an accuracy of 

98% 

Dataset consist of 50 women 
thermals from the General 

Hospital, Singapore obtained 

by using the Thermo 
TVS2000 

MkIIST at a resolution of 

1280 × 1024 

Sathish et al. 

and 2017 [25] 

Genetic Algorithm 

(GA) and Random Subset Feature 

Selection (RSFS) methods along 
with Linear, Polynomial, Gaussian 

and quadratic SVM classifier 

Frontal view 

only 
Static 

Best accuracy of 91% 

delivered by Gaussian SVM 

100 cases are taken from 

DMR-IR dataset [21] 

Gogoi et al. and 

2017 [26] 

Singular value decomposition 

(SVD) method along with various 
classifiers like DT, KNN, SVM, 

NB, ANN, RF, LDA and 

AdaBoost 

Frontal view 

only 
Static 

SVM delivers the best 
accuracy of 97.33% on 

DMR-IR dataset whereas 

ANN delivers the best 
accuracy of 92.5% on the 

Local dataset 

Two datasets are used in 
which one is local dataset 

consist of 120 thermals and 

other dataset is Global dataset 
i.e. DMR-IR consist of 287 

cases thermals 

Santana et al. 

and 2018 [27] 

Multilayer Perceptron networks 
(MLP) and Extreme Learning 

Machines (ELM) 

Left, right and 
frontal view 

alone 

- Overall accuracy of 83% 

Local Dataset consist of 1052 

thermal images collected from 
the University Hospital of the 

Federal University of 

Pernambuco 

AlFayez et al. 

and 2020 [28] 

Textural and geometrical 

features along with Extreme 

Learning Machine (ELM) 
Classifier and Multilayer 

Perceptron (MLP) Classifier 

Frontal view 

only 
Static 

ELM delivers an accuracy 

of 100% and MLP delivers 
an accuracy of 82.2% 

1345 thermal images are taken 

from DMR-IR dataset 

Karthiga et al. 

and 2021 [29] 

The Intensity, Statistical, 

geometrical and GLCM based 16 
features are used along various 

classifiers like Logistic 

regression(LR), Linear SVM, 
Quadratic SVM, Cubic SVM, 

Fine Gaussian SVM, Medium 
Gaussian SVM, KNN etc. 

Frontal view 

only 

Static and 

Dynamic 

SVM delivers the best 

accuracy of 93.3%. 
DMR-IR dataset 

Deep learning based approaches 

Author and 

year 

Machine and deep learning 

classifier or models used 

Which view of 

thermal image 

is utilized 

Thermography 

Acquisition 

protocol used 
Results Datasets used 

Roslidar et al. 

and 2019 [30] 

ResNet101, ShuffleNetV2, 

DenseNet and MobileNetV2 

Frontal view 

only 

Static and 

Dynamic 

DenseNet201 delivers an 

accuracy of 100% on Static 

and Dynamic thermal 
images 

DMR-IR dataset used 

Fernández-

Ovies et al. and 
2019 [31] 

ResNet18, ResNet34, ResNet50, 

ResNet152, VGG16 and VGG19 

Frontal view 

only 
Static 

Resnet50 delivers an 

accuracy of 98.65% 

Dataset consist of 216 cases 

thermals from the DMR-IR 

Yadav et al. 

and 2020[32] 

Augmentation method along with 

Baseline CNN Model, 

VGG16, 
InceptionV3 

Frontal view 

only 
- 

Inception V3 delivers an 

accuracy of 98.5% 

Dataset consist of 67 cases 

taken from the DMR-IR 

Ekici et al. and 

2020 [33] 

Convolutional neural networks 

optimized by Bayes algorithm 

Left, Right and 

Frontal alone 

Static and 

Dynamic 
An accuracy of 98.95% DMR-IR dataset used 

Torres-Galván 
et al. and 2021 

[34] 

ResNet-101 
Frontal view 

only 
Static 

ResNet-101 delivers 
sensitivity 92.3% and a 

specificity of 53.8% 

DMR-IR dataset 

 

 

3. PROPOSED APPROACH 

 

The proposed approach consists of three major stages as: 

Preprocessing, Augmentation and finally fine tuning as well as 

training of VGG16 model for performing accurate binary 

Breast cancer classification into normal or abnormal cases. 

The overall proposed approach is well illustrated with the help 

of the Figure 4 below: 
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Figure 4. The overall proposed approach based on the 

VGG16 for the breast cancer detection 

 

3.1 Dataset used 

 

The Database for Mastology Research with Infrared Image 

(DMR-IR) is a breast thermal images dataset used in this 

research study [21]. This database is a well-known and 

considered to be a global dataset for the researchers working 

in this domain as it consists of both the types of breast thermal 

images i.e. Static and Dynamic protocol based. This dataset 

consists of total 287 women thermal images along with their 

corresponding thermal matrices. From these 287 women 

around 1345 thermal images are acquired employing the FLIR 

SC-620 thermal camera at resolution of 640*480 with thermal 

sensitivity of 45mk. These women volunteers belong to the 

age group of 29 to 85 years. All these thermal images along 

with their annotations are well authenticated by the radiologist. 

Majorly Static thermal images are taken from five different 

angles, whereas Dynamic thermal images are taken in a patch 

of 20 each. In this research study, we have taken per patient 

three lateral views i.e. Left, frontal and right Static as well as 

Dynamic thermal images as these three views are able to cover 

the entire breast region. For the augmentation purpose 200 left, 

200 frontal and 200 right static and same number of dynamic 

thermal images are taken. Whereas for the testing purpose 50 

left, 50 frontal, 50 right and 50 Multi view static and dynamic 

breast thermal images are taken. 

 

3.2 Preprocessing 

 

In this stage, both the Static as well as Dynamic thermal 

images datasets are preprocessed employing cropping, 

contrast enhancement, normalization and lastly resizing. In 

this stage, various image artifacts are also removed to further 

enhance the breast thermal images. Finally with the aid of 

OpenCv and NumPy functions all the three breast views i.e. 

left, frontal and right are concatenated in order to generate a 

more informative Multi view thermal breast images. Post 

preprocessing all these thermal images are transformed into 

thermal images of dimensions 224*224 from the 640*480 

original dimensions. This reduction in dimensions is 

imperative as this is the default input size of the VGG16 model 

and will eventually result in improved computational 

efficiency of proposed system. Whereas by training the 

proposed system with less resolution images i.e. less 

information images eventually helps the proposed system to 

optimize better in the training phase, so that it can generalize 

better during the testing phase and hence give accurate results. 

Now all these images are augmented in the next stage for 

creating a large size dataset for the training purpose to avoid 

over fitting. 

 

3.3 Augmentation 

 

Now both the Static and Dynamic thermal image datasets 

are augmented using the ImageDataGenerator function of 

Keras. The augmentation is considered to be an important 

aspect of all the deep learning based classification models as 

it enhances the accuracy (classification) quotient by reducing 

the bias factor as now the models has adequate samples to 

learn [35, 36]. Using the above Keras function, datasets 

augmentation is done utilizing data generation of 4 types like 

rotation range, shear range, rescaling and zoom range. After 

doing a number of experiments, the best values for rotation 

range=5, shear range=0.02, zoom range=0.02 and 

rescale=1./255.  

 

3.4 The proposed fine-tuned VGG16 model 

 

The VGG 16 is a very popular pre-trained deep transfer 

learning model. As the pre-trained models are more accurate 

and efficient as compare to the newly developed from scratch 

CNN architectures especially in classification tasks. The 

VGG16 deep transfer learning model is basically trained over 

the Image Net dataset consisting of more than 1.4 Crore 

images and hence achieves a precision of 92.7%. This VGG16 

pre-trained model was initially proposed by the Karen 

Simonyan and Andrew Zisserman [37]. The VGG 16 pre-

trained model is considered to be an improved version of its 

predecessor the Alex Net neural network. In VGG 16 model, 

there are sixteen layers segregated by five max pooling layers. 

This pre-trained model also consists of several 3*3 filters for 

better learning.  

 

 
 

Figure 5. The proposed fine-tuned VGG16 model summary 
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This VGG16 pre-trained model is fine-tuned and hence 

delivers better results in this research study by utilizing the 

concept of transfer learning. The last three layers of the 

conventional VGG16 pre-trained model is removed and new 

three layers like Flatten, Dropout, and Dense are appended 

with the required number of neurons in the last fully connected 

layer. The number of neurons in the last fully connected layer 

totally depends on the type of classification i.e. binary or 

degree of multiclass and in our case its two neurons along with 

the softmax classifier. The rate of learning is set very high for 

these newly appended fully connected layers. As the 

remaining model except for these three layers remain 

unchanged and hence undergoes training with the aid of 

augmented Static and Dynamic thermal datasets. This model 

uses an Adam optimizer equipped with a rate of learning of 

0.00001, 100 epochs along with batch size of 16. Both the 

augmented datasets are split into two sets like training (70%) 

and validation sets (30%). In order to check the model training 

performance, a validation check is undertaken each after few 

iterations. The model summary of the fine-tuned VGG 16 pre 

trained model with three added layers for the breast cancer 

detection is illustrated with the help of Figure 5.  

The algorithm of the proposed fine-tuned VGG16 model 

with last three added layers as head model for the Breast 

cancer detection as: 

 

Algorithm 1 (Proposed fine-tuned VGG16 model) 

 

Input:   D1←Augmented Static breast thermal dataset  

               D2←Augmented Dynamic breast thermal dataset  

               µ←Rate of learning 

               β←Batch size 

               ϵ←Number of epochs  

Output: Fine-tuned VGG16 model with updated weights 

Steps: 

1. Both the augmented datasets are divided into the training as 

well as validation subsets. 

2. The training sets class weights are calculated 

3. Basemodel-VGG16 (weights, ImageNet)  

4. Layers- VGG16 (weights, none) 

5. New model- Output (basemodel) 

6. Layers-Set (flatten, dropout, dense) three layers on top of 

VGG16 layers. 

7. The hyper parameters values of µ, β, ϵ are initialized. 

8. The output updated weights are stores as the result of 

training of VGG16 model. 

9. Computation of binary cross entropy loss is done in forward 

propagation and  

          Cross Entropy = (1 − z) log (1 − p)) + (− (z log (p)) 

          Where, z denotes correct class label and p denotes the 

model predicted probability. 

10. As a result, the Adam optimizer is updated in back 

propagation. 

 

3.5 Comparison approach 

 

For the sake of comparison and evaluation on both the 

datasets i.e. Static and Dynamic breast Thermal datasets. The 

three popular and recent deep transfer learning (DTL) models 

like VGG19 [38], ResNet50 [39] and InceptionV3 [40] are 

used. These three DTL models are initially fine-tuned and 

trained using the Static and Dynamic breast thermal 

augmented datasets. The ultimate object of this comparison is 

to illustrate that how these commonly used DTL models 

performs on the above mentioned datasets. The common 

algorithm 2 for the comparison approach is given as:  

 

Algorithm 2 (comparison approach) 

 

Input: Augmented Static breast thermal dataset consist of 

normal and abnormal images 

             Augmented Dynamic breast thermal dataset consist of 

normal and abnormal images 

Output: The Fine-tuned and trained VGG 19, ResNet50 and 

InceptionV3 models for breast cancer detection 

Steps: 

1. Preprocess the breast thermal images of both the datasets in 

order to remove the noise, symbols and artifacts.  

2. Resize these thermal images to the size of 224-by-224-by 3 

or 299-by-299-by 3 for the training of these VGG 19, 

ResNet50V2 and InceptionV3 DTL models.  

3. Perform the augmentation of both these datasets using the 

Keras ImageDataGenerator function of four types rotation 

range=5, shear range=0.02, zoom range=0.02 and 

rescale=1./255. 

4. The fine tuning and training of these four DTL models over 

the augmented datasets. 

5. The VGG19 models tends to converge at 100 epochs. 

6. The ResNet 50 and Inception tends to converge at 200 

epochs. 

7. Simulation and evaluation of these DTL models over the 

testing dataset. 

 

The VGG19, ResNet50V2 and InceptionV3 DTL models 

hyper parameters values are presented with the help of Table 

2. All the four deep transfer learning models are trained and 

evaluated with a learning rate equal to 0.00001, mini-batch 

size of 16 and Adam [41] is opted as an optimizer technique 

for the weights adjustment. Whereas the size of input image 

and number of epochs required to converge varies from model 

to model.  

 

Table 2. The hyper parameters values of VGG19, 

InceptionV3 and ResNet50V2 

 
DTL models 

parameters 
VGG19 InceptionV3 ResNet50 

Input image size 224*224 299*299 224*224 

Number of layers 19 48 50 

Learning rate 0.00001 0.00001 0.00001 

Batch size 16 16 16 

Number of Epochs to 

converge 
100 200 200 

Momentum 0.9 0.9 0.9 

Optimizer Adam Adam Adam 

 

 

4. RESULTS 

 

The Google Colaboratory (colab) platform along with the 

Python 3.6 as an implementation programming language is 

used for the experimentation and simulation in this study. This 

result section is subdivided into two sections. In the first 

section, the performance of the proposed approach based on 

VGG16 model is presented using various statistical 

parameters or classification rates on the Multi view as well as 

on the single view breast thermal images. As the Static and 

Dynamic breast thermal images testing datasets are prior 

developed from the DMR-IR database and consist of 50 breast 
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thermal images of Multi view, Left, right and frontal each. The 

statistical parameters or classification rates used are Accuracy, 

Sensitivity, Specificity, Precision, Negative Predictive Value, 

False Positive Rate, False Discovery Rate, False Negative 

Rate, Accuracy and F1 Score. These classification rates are 

well formulated in the Table 3 and 4 below, which also 

illustrates the performance of the proposed approach over both 

the Static and Dynamic breast thermal images testing datasets. 

The training and validation graph along with training loss 

curve and ROC curve of proposed approach are presented with 

help of Figure 6 below. 

 

Table 3. The performance of the proposed approach based on VGG16 on the Static breast thermal images testing dataset 

 
Training Accuracy over 70% augmented Static 

dataset 
100% 

Validation Accuracy over 30% augmented Static 

dataset 
98% 

Static breast thermal images testing dataset 

Classification 

rates 
Their formulas 

Static Multi-view 

Breast thermal view 

image 

Static Left Breast 

thermal view 

image 

Static Right Breast 

thermal view image 

Static Frontal 

Breast thermal view 

image 

Accuracy 
(TP + TN) / (TP 

+TN+FP+FN) 
98 83 87 93 

Sensitivity TP / (TP + FN) 98 82.35 87.76 95.74 

Specificity TN / (FP + TN) 98 83.67 86.27 90.57 

Precision TP / (TP + FP) 98 84 86 90 

Negative 

Predictive Value 
TN / (TN + FN) 98 82 88 96 

False Positive 

Rate 
FP / (FP + TN) 2 16.33 13.73 9.43 

False Discovery 

Rate 
FP / (FP + TP) 2 16 14 10 

False Negative 

Rate 
FN / (FN + TP) 2 17.65 12.24 4.26 

F1 Score 
2TP / (2TP + FP + 

FN) 
98 83.17 86.87 92.78 

Where TP = True positive, TN = True Negative, FP = False Positive, FN = False Negative 

 

Table 4. The performance of the proposed approach based on VGG16 on the dynamic breast thermal images testing dataset 

 
Training Accuracy over 70% 

augmented Dynamic dataset 
100% 

Validation Accuracy over 30% 

augmented Dynamic dataset 
98.7% 

Dynamic breast thermal testing dataset 

Classification rates 

Dynamic Multi-view 

Breast thermal view 

image 

Dynamic Left Breast 

thermal view image 

Dynamic Right 

Breast thermal view 

image 

Dynamic Frontal 

Breast thermal view 

image 

Accuracy 99 85 87 94 

Sensitivity 98.04 84.31 86.27 95.83 

Specificity 100 85.71 87.76 92.31 

Precision 100 86 88 92 

Negative Predictive Value 98 84 86 96 

False Positive Rate 0 14.29 12.24 7.69 

False Discovery Rate 0 14 12 8 

False Negative Rate 1.96 15.69 13.73 4.17 

F1 Score 99.01 85.15 87.13 93.88 

 

   
(a) (b) (c) 
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(d) (e) (f) 

 

Figure 6. The ROC curve, training loss curve and training & validation accuracy graph of the proposed approach based on 

VGG16 model on the Static breast thermal testing dataset is represented by a, b, c and on the Dynamic breast thermal images 

testing dataset is represented by d, e, f 

 

Table 5. The performance of the VGG19 DTL models over static and dynamic breast thermal images testing dataset 

 

Classification rates 

Multi-view Breast 

thermal view image 

Left Breast thermal 

view image 

Right Breast thermal 

view image 

Frontal Breast thermal 

view image 

Static Dynamic Static Dynamic Static Dynamic Static Dynamic 

Accuracy 95 96 82 83 86 88 89 90 

Sensitivity 94.12 96 83.3 83.67 89.13 91.3 91.4 91.67 

Specificity 95.92 96 80.7 82.35 83.3 85.19 86.7 88.46 

Precision 96 96 80 82 82 84 86 88 

Negative Predictive 

Value 
94 96 84 84 90 92 92 92 

False Positive Rate 4.08 4 19.2 17.6 16.6 14.8 13.2 11.5 

False Discovery Rate 4 4 20 18 18 16 14 12 

False Negative Rate 5.8 4 16.6 16.3 10.8 8.7 8.5 8.3 

F1 Score 95.05 96 81.6 82.8 85.4 87.5 88.6 89.8 

 

Table 6. The performance of the ResNet 50V2 DTL models over static and dynamic breast thermal images testing dataset 

 

Classification rates 

Multi-view Breast 

thermal view image 

Left Breast thermal 

view image 

Right Breast thermal 

view image 

Frontal Breast thermal 

view image 

Static Dynamic Static Dynamic Static Dynamic Static Dynamic 

Accuracy 94 95 81 82 82 83 90 91 

Sensitivity 94 94.12 80.39 82 83.3 83.67 95.4 93.6 

Specificity 94 95.9 81.6 82 80.7 82.35 85.7 88.68 

Precision 94 96 82 82 80 82 84 88 

Negative Predictive 

Value 
94 94 80 82 84 84 96 94 

False Positive Rate 6 4.08 18.3 18 19.23 17.6 14.29 11.3 

False Discovery Rate 6 4 18 18 20 18 16 12 

False Negative Rate 6 5.8 19.6 18 16.67 16.3 4.5 6.38 

F1 Score 94 95.05 81.19 82 81.6 82.8 89.39 90.7 

 

Table 7. The performance of the InceptionV3 DTL models over static and dynamic breast thermal images testing dataset 

 

Classification rates 

Multi-view Breast thermal 

view image 

Left Breast thermal 

view image 

Right Breast thermal 

view image 

Frontal Breast thermal 

view image 

Static Dynamic Static Dynamic Static Dynamic Static Dynamic 

Accuracy 89 91 80 82 81 83 84 85 

Sensitivity 89.8 91.8 82.6 84.78 82.98 86.67 88.6 88.8 

Specificity 88.24 90.2 77.7 79.63 79.2 80 80.36 81.8 

Precision 88 90 76 78 78 78 78 80 

Negative 

Predictive Value 
90 92 84 86 84 88 90 90 

False Positive Rate 11.76 9.8 22.2 20.37 20.75 20 19.6 18.18 

False Discovery 

Rate 
12 10 24 22 22 22 22 20 

False Negative 

Rate 
10.2 8.16 17.39 15.2 17.02 13.3 11.36 11.1 

F1 Score 88.9 90.9 79.17 81.25 80.41 82.1 82.9 84.21 
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(a) (b) (c) 

   
(d) (e) (f) 

 

Figure 7. The ROC curve, training loss and training & validation accuracy graph of the comparison approach based on VGG19 

model on the Static breast thermal dataset is represented by a, b, c and on the Dynamic breast thermal images dataset is 

represented by d, e, f 

 

   
(a) (b) (c) 

 
  

(d) (e) (f) 

 

Figure 8. The ROC curve, training loss and training & validation accuracy graph of the comparison approach based on 

ResNet50V2 model on the Static breast thermal dataset is represented by a, b, c and on the Dynamic breast thermal images 

dataset is represented by d, e, f 

 

The performance of three majorly used deep transfer 

learning models i.e. VGG 19, ResNet 50V2 and InceptionV3 

on the Multi-view as well as on the single view breast thermal 

images of both the Static and Dynamic testing datasets are 

presented with the help of Table 5, 6, and 7. Whereas the ROC 

curve, training loss curve and training & validation accuracy 

graph of these DTL models are illustrated with the help of 

Figure 7, 8 and 9. The performance of these three DTL models 

is inferior as compare to the proposed approach based on the 

VGG 16 model. The GUI screenshot of the working Deep 

Multi-view Breast cancer Detect system is illustrated with the 

help of Figure 10 below. 
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(a) (b) (c) 

 
  

(d) (e) (f) 

 

Figure 9. The ROC curve, training loss and training & validation accuracy graph of the comparison approach based on 

InceptionV3 model on the Static breast thermal dataset is represented by a, b, c and on the Dynamic breast thermal images dataset 

is represented by d, e, f 

 

 
 

Figure 10. GUI screenshot of the working deep multi-view breast cancer detection system 

 

 

5. DISCUSSION 

 

This approach will help in performing the early breast 

cancer screening. Even there are certain researches carried out 

in the past that claims that the thermography technique is quite 

capable of detecting the breast abnormalities prior 

development of breast cancer [42]. As the proposed system 

based on VGG16 is trained with both the normal as well as 

abnormal breast thermal images. It is quite evident from the 

Figure 1 above that the abnormal breast thermal images are 
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possessing characteristics or features like asymmetric heat 

patterns in both the breast regions. Another major 

characteristic or feature persisting in almost all the breast 

cancer or abnormal breast thermal images is the presence of 

shape asymmetry quotient in between the left and right Breasts 

of a patient. Whereas in case of normal breast thermal images, 

the features like presence of symmetric heat patterns and shape 

symmetry in between both the left and right breast regions. So 

the VGG 16 model layers are majorly learning features like 

asymmetric heat patterns along with shape asymmetry from 

abnormal breast thermal training images as well as learning 

features like symmetric heat patterns and shape symmetry 

from the normal training images in order to perform correct 

classification. 

The Multi-view thermal infrared images are proved to be 

much more accurate in terms of classifying the breast 

abnormality as they offer more information to the deep transfer 

learning models. The proposed approach tends to deliver better 

results over the Dynamic breast thermal infrared images as 

compare to the static images. Although the difference is very 

minute but these dynamic images are more accurate in terms 

of detecting the breast abnormality as it is clearly showcased 

by the result section. The VGG16 deep transfer learning model 

tends to converges at 100 epochs and after that the training 

accuracy is not improving. The proposed approach based on 

VGG 16 model offers another advantage as it trained faster as 

compare to the counterpart ResNet50 and Inception V3. As 

these two deep transfer learning models tends to converges at 

200 epochs and hence consumes more time for training and 

validation.  

Whereas the VGG16 model also tends to converges at 100 

epochs just like VGG19 but offers high validation as well as 

testing accuracy.  

The proposed Deep Multi-view Breast cancer Detection 

system based on VGG16 DTL model in comparison to the 

conventional machine learning based Breast cancer detection 

systems are technically much superior because of the 

following reasons:  

(1) The state of the art machine learning based breast cancer 

detection systems proposed in the fast are computationally 

very expensive and also needs more training samples in order 

to deliver better performance. Whereas the proposed VGG16 

based system is computationally efficient as it’s converges at 

just 100 epochs and also delivers high accuracy on the smaller 

training datasets of both the Static and Dynamic protocol 

based breast thermal images. 

(2) The proposed system based on VGG16 as a pre trained 

deep transfer learning model over the Image Net dataset [37] 

and hence uses this knowledge (features, weights, etc.) in 

order to perform the better classification of breast cancer 

abnormality in this research study. Whereas the conventional 

machine learning based approaches are training the classifiers 

in an isolated manner and are lacking any sort of knowledge.  

(3) The proposed Breast cancer detection system based on 

VGG16 is fully automated and hence less complex to develop 

and operate. Whereas the conventional machine learning 

based approaches are complex to develop as these required 

selection of proper segmentation methods, feature extraction 

method and finally the type of classifiers to be used for 

classification. The conventional machine learning approach 

only tends to delivered good results if these selected methods 

and classifiers are working well with each other and hence 

quite complex to develop. 

(4) The proposed VGG16 deep transfer learning system is 

also offering optimal training performance because it 

leverages knowledge (weights, features) from the previously 

trained models. Whereas the traditional machine learning 

based breast cancer detection could have taken more training 

time. 

 

 

6. CONCLUSIONS 

 

To the best of our knowledge, this Deep Multi-view Breast 

cancer Detection system is the first system to have introduced 

as well as utilized the concept of Multi view breast thermal 

images for the classification of breast cancer abnormality. 

Apart from this, the major contributions of this research study 

are stated below as: 

(1) This research study simply proves that the concatenated 

multi view breast thermal images tends to deliver high 

accuracy as they offer more information to the Deep Multi 

view Breast cancer Detect system for performing the 

classification. 

(2) This Deep Multi-view Breast cancer Detect system tends 

to delivers better results with the help of Dynamic breast multi 

view as well as single view thermal images as compare to the 

Static breast thermal images. So Dynamic breast thermal 

images are proved to be more effective as compare to Static 

thermal images for the detection of breast cancer abnormality 

in general. 

(3) Apart from the concatenated multi view breast thermal 

images, it’s the single view frontal breast thermal images 

which also delivers satisfactory results. Whereas the single 

view left and right breast thermal images are not that much 

effective for the detection of breast cancer abnormality as they 

both offers least testing accuracies values. 

(4) The Deep Multi-view Breast cancer Detect system based 

on tuned VGG16 tends to outperform the other majorly used 

DTL models i.e. VGG19, ResNet50V2 and InceptionV3 even 

though these DTL models are more complex and delivers 

better results in other medical imaging classification task. 

(5) The proposed Deep Multi-view Breast cancer Detect 

system achieves testing accuracies of 99% and 98% with 

concatenated Dynamic as well as Static multi view breast 

thermal. 

The future work involves the development of large size 

Breast thermal dataset along with the clinical information of 

each women volunteer, so this clinical information can also be 

taken into account for the classification. Apart from this, the 

quotient of utilizing this Multi view breast thermal images 

could be used in future along with other advanced 3D CNN 

networks as well DTL models for further enhancing the 

accuracy and robustness. 
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