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Aiming at the serious noise of bridge vibration signals in complex environment, this paper 

proposed an adaptive filtering and denoising optimization method for bridge structural 

health monitoring. The method took CEEMDAN algorithm as the core, during the step-

by-step decomposition of original signals, white noise with opposite signs was added in 

each stage, meanwhile multi-scale permutation entropy (MPE) was introduced to analyze 

the mean entropy of each intrinsic mode function (IMF) at different scales, and 

components with serious noise were eliminated to complete the first filtering; then, in 

order to optimize the remaining IMFs for signal reconstruction and ensuring the 

smoothness and similarity of filtering, an optimized reconstruction model was established 

to complete the second filtering. Compared with the CEEMDAN method, the proposed 

method could solve the problems of mode mixing and endpoint effect with good 

completeness, orthogonality, and signal-to-noise ratio. At last, the advantages and 

application value of the proposed method were verified again by the vibration signal 

analysis of a real long-span bridge structure. 
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1. INTRODUCTION

When monitoring the health of bridge structures, we need to 

extract vibration signals of the structures using sensors, 

however, under the complex excitations of the environment, 

the extracted vibration signals often contain a lot of random 

noise. Therefore, how to remove noise to the greatest extent 

while ensuring good completeness of the vibration signals is 

the essential issue to be solved.  

In view of such problems, Yeh et al. [1] proposed the 

Complementary Ensemble Empirical Mode Decomposition 

(CEEMD) method which reduces the reconstruction errors by 

adding white noise with opposite signs into the original signals 

for multiple times. Compared with the applications of 

Ensemble Empirical Mode Decomposition (EEMD) [2-4], the 

CEEMD method has a wider application range, such as in 

fields of instrument failure detection [5-8], financial law 

prediction [9-13], and environment model amendments [14, 

15], etc. However, due to the addition of paired white noise, 

the amount of calculation will increase and the calculation 

efficiency will decrease. To cope with this problem, Torres et 

al. [16] proposed the Complete Ensemble Empirical Mode 

Decomposition with Adaptive Noise (CEEMDAN) with 

adaptive white noise, which not only solves the low 

calculation efficiency of CEEMD, but also enhances the self-

adaptability of signal decomposition. As for the endpoint 

effect, there are many methods [17-19] to suppress it. 

CEEMDAN is more effective in aspects such as mechanical 

failure detection [20-25] and model optimization [26-28]; 

Patricio Fuentealba et al. [29] used CEEMDAN to assess the 

condition of the fetus during delivery; Yao and Liu [30] 

applied MPE to the identification of EEG signals; Hu et al. [31] 

combined CEEMDAN with MPE to identify the state of ball 

mills under different loads; Wang et al. [32] proposed an 

optimized filtering method that combines CEEMDAN with 

MPE. However, the completeness of the CEEMDAN 

algorithm itself needs to be strengthened further. 

In this paper, the CEEMDAN algorithm was optimized, the 

noise was retrieved and eliminated by MPE, and brought into 

the optimized reconstruction model, then endpoint 

symmetrical extension was performed to suppress the 

endpoint effect. Compared with the CEEMDAN algorithm, 

the proposed method showed better completeness and higher 

calculation efficiency, and the problems of mode mixing and 

endpoint effect had been improved effectively. The processing 

of simulated signals and measured signals indicated that the 

proposed method can realize the extraction of real information 

of the signals.  

2. CORE PRINCIPLES

2.1 The optimized CEEMDAN algorithm 

Based on the CEEMDAN [32] algorithm, this paper 

proposed an optimized algorithm, its calculation principles are 

as follows: 

First, the operator Ek( ) represents the endpoint symmetric 

extension of the k-th modal component generated by EMD 

(Empirical Mode Decomposition); n represents the number of 

added noise pairs; ±a represents the amplitude of each noise 

pairs, then the expression of the added noise is: 

t a
xi i

T p= + (1) 
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t a
yi i

T p= −  (2) 

 

In Formulas (1) and (2), t is the original signal, pi is the 

Gaussian white noise added for the i-th time, Txi and Tyi are 

respectively the results of adding positive noise and negative 

noise for the i-th time, where i=1,2,... n. Then, Txi and Tyi were 

subject to EMD and decomposed into IMFxi and IMFyi, and 

then were processed by endpoint symmetric extension, and the 

integrated average of the two was taken as the final 

decomposed IMF1, namely: 

 

1

1 1

1

2

n n

xi yi

i i

IMF IMF IMF
n = =

= +
 
 
 
   (3) 

 

Suppose IMFk-1 represents the sum of all decomposition 

results of the previous-level decomposition, taking the current 

level as an example, there is: IMFk-1= IMF1, and the residual 

of current level is Rk=t-IMFk-1, then, based on this residual, the 

next-level decomposition was performed: 

 

( )a
xi k k i

T R E p= +  (4) 
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Formula (6) was executed repeatedly until the residual 

satisfies a mean value of 0 or the difference between the 

number of extreme points and the number of zero points is not 

more than 2, then the iteration terminates, at this time, if the 

number of modal components obtained after decomposition is 

M (residual is not included), then in the above formula, 

k=1,2,…M-1, and the expression of the final decomposition 

results is: 

 
M

M+1

1

t
i

i

IMF R
=

= +  (7) 

 

2.2 MPE 

 

Multi-scale Permutation Entropy (MPE) is an adaptive 

algorithm proposed by Aziz and Arif [33], its calculation 

principles are as follows [30]: 

(1) The time series X={x1, x2, x3……xN} with a length of N 

was subject to coarse graining processing: 

 

( 1) 1

1 N
,1

js
s

j i

i j s

y x j
s s= − +

=    (8) 

 

where, s is the scale factor, and 𝑦𝑗
𝑠 is a multi-scale time series. 

(2) 𝑦𝑗
𝑠 was subject to time reconstruction to get: 

 

 ( 1), , ,s s s s

t t t t mY y y y + + −=     (9) 

 

where, m is the embedding dimension, and τ is the delay time. 

The reconstructed series was re-arranged in ascending order to 

give a sequence of characteristic symbols: 
 

 1 2( ) , , , 1,2, , !mS x j j j x n m=  =  ,  (10) 

where, x is the type of the symbol sequence, and n is the 

number of sequence types. 

(3) Px the probability of each symbol sequence appearing in 

the m! types of symbol sequences was calculated, then, the 

MPE of time series X was: 

 

1

( ) ln
n

x x

x

MPE X P P
=

= −  (11) 

 

(4) The MPE was normalized: 

 

( ) ( ) / ln( !)MPE X MPE X m=  (12) 

 

In terms of the value assignment of m and τ [34], in this 

paper, m took a value of 6, and τ took 1s. Suppose the scale 

factor s was within [1, 15], the MPE threshold was set to 0.58, 

so the components with a MPE value greater than 0.58 had 

been eliminated. 

 

2.3 The optimized reconstruction model of similarity and 

smoothness 

 

To ensure good similarity and smoothness of the 

reconstructed signals, the following mathematical model was 

established [35]. 

In terms of the similarity index, suppose the difference 

between reconstructed signals and original signals was: 

X={X1,X2,…,XP}, then the similarity S was defined as: 

 

( )
P 2

-1

X - X

std(X)=
P -1

i

iS =


 

(13) 

 

where, P is the total number of filtering sample points; the 

smaller the value of S, the better the similarity. 

In terms of the smoothness index, suppose Y(a) represents 

the filtering function, a∈[a1,an], an=a1+(n-1)t, t is step size, 

then the left and right curvatures at the point ak(1<k<n) are: 
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If the curve is smooth and derivable at point ak, then the left 

and right curvatures of this point are the same, that is: 

 

( ) = ( )
k k

Y a Y a
− +   (15) 

 

Expand the above formula in the difference scheme: 
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Combining above formulas, there’s: 

 

= ( 2 ) ( 2 ) 2[ ( ) ( )]
k k k k

g Y a t Y a t Y a t Y a t+ − − − + − −  (17) 
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In above formula, g is the smoothness at this point, and the 

smoothness of the entire signal section is G=std(g). The 

smaller the value of G, the better the smoothness of the 

reconstructed signal. 

The construction of the model needs to balance the two 

contradictory variables of S and G, so an objective function Z 

was set, and the minimum filtered signals of Z were taken as 

the final optimized filtered signals, so the final model was: 

 
min 0.5 0.5Z S G= +  (18) 

 

 

3. ANALYSIS OF THE VIBRATION SIGNALS OF A 

REAL BRIDGE 

 

3.1 Parameter setting 

 

In order to verify the effectiveness of the proposed method, 

in the experiment, the vibration singles of a real bridge were 

respectively subject to the processing of the CEEMDAN 

method and the proposed method. The parameter setting of the 

real signals is listed in Table 1. 

The specific operating parameters of the two methods are 

given in Table 2. 

 

Table 1. Parameter information of vibration signals 

 
 Parameter information of real signals 

Signal frequency 256Hz 

Cut-off length 15s 

Number of sample points 3840 

 

Table 2. Vibration signal processing conditions 

 

 
The CEEMDAN 

method 

The proposed 

method 

Amplitude level of the added 

Gaussian white noise 
40% 40% 

The number of times of adding 

Gaussian white noise 
200(pairs)×2 200(pairs)×2 

Number of iterations 300 300 

 

3.2 Experimental data analysis 

 

3.2.1 Signal decomposition stage 

The decomposition results of the two methods are shown in 

Figure 1. The original signals decomposed by the CEEMDAN 

method exhibited serious mode mixing in the IMF2-IMF5 

components, while the proposed method had well suppressed 

this phenomenon in each modal component, and the 

decomposition effect was good.  

The MPE values of each IMF were judged, and components 

with a MPE value greater than 0.58 were eliminated. The MPE 

values of each IMF decomposed by the proposed method are 

shown in Table 3. 

Under ideal conditions, the IMFs should be completely 

orthogonal. Therefore, this paper used the orthogonal index 

Ort [36] to evaluate the orthogonality. The smaller the value 

of Ort, the better the orthogonality. The calculation results are 

shown in Table 4. According to the data in the table, the 

orthogonality of the proposed method was better than that of 

the CEEMDAN method. 

 

3.2.2 Signal reconstruction stage 

This paper used reconstruction error Mse as the index to 

measure the completeness of reconstructed signals. The 

smaller the value of Mse, the better the completeness of the 

reconstructed signals. The specific data are shown in Table 5. 

According to the data in the table, the Mse value of the 

proposed method was far less than that of the CEEMDAN 

method, and the completeness of the reconstructed signals was 

better. 

 

 
(A) Decomposition results of the CEEMDAN method 

 
(B) Decomposition results of the proposed method 

 

Figure 1. Diagrams of vibration signal decomposition of the 

two methods 

 

Table 3. MPE values of each IMF 

 
 MP value 

IMF1 0.8216 

IMF2 0.7580 

IMF3 0.8047 

IMF4 0.8108 

IMF5 0.7558 

IMF6 0.5623 

IMF7 0.4490 

IMF8 0.3493 

IMF9 0.2520 

IMF10 0.2012 

IMF11 0.1459 

IMF12 0.1240 

 

Table 4. Comparison of the orthogonal index of the two 

methods 

 
 The CEEMDAN method The proposed method 

Ort 0.2331 0.1365 
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Table 5. Comparison of reconstruction error of the two 

methods 

 
 The CEEMDAN method The proposed method 

Mse 0.0308 3.7125e-05 
 

To ensure the S and G of the reconstructed signals, it’s 

necessary to screen each IMF; according to the principle of 

high-pass filtering, the S and G of each reconstructed filtered 

signal XH were obtained, and the specific values are shown in 

Table 6. After the screening was completed, the signal-to-

noise ratio was further evaluated to verify the filtering effect. 

In this paper, the index of noise reduction error ratio was used 

to define the signal-to-noise ratio, its expression is: 

 

10 lg( )/s gdnSNR P P=  (19) 

 

where, Ps and Pg are the signals before and after filtering. 

According to Table 6, XH9 had good S and G values, so its 

signal-to-noise ratio was evaluated, and the finally obtained 

dnSNR value was 12.3768, which indicated a high signal-to-

noise ratio. 

Figure 2 compares the filtered signals of the two methods. 

 

Table 6. Similarity and smoothness of reconstructed signals 

 

 XH1 XH2 XH3 XH4 XH5 XH6 XH7 XH8 XH9 

Similarity S 0.5014 0.4361 0.2047 0.1875 0.1879 0.1862 0.1865 0.1761 0.1743 

Smoothness G 0.0102 0.0101 0.0097 0.0097 0.0093 0.0094 0.0093 0.0093 0.0093 

Objective function minZ 0.9786 0.9237 0.9364 0.8237 0.8224 0.82 0.8217 0.8215 0.8213 

 

  
(a) Comparison of filtered signals of the CEEMDAN method (b) Comparison of filtered signals of the proposed method 

 

Figure 2. Comparison of filtered signals of the two methods 

 

 

4. CONCLUSION 

 

(1) In the signal decomposition stage, the proposed method 

outperformed the CEEMDAN method in terms of suppressing 

mode mixing and endpoint effect, at the same time, it reduced 

reconstruction error and exhibited good completeness and 

orthogonality while ensuring adaptivity. 

(2) In the signal reconstruction stage, the proposed method 

had a higher signal-to-noise ratio than the CEEMDAN method, 

which had realized the purpose of removing noise to the 

greatest extent while retaining real information. The proposed 

method provided useful theoretical evidence for the health 

monitoring of bridges and it is of certain engineering 

significance. 
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