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The main issue with this paper is to investigate the link between emotional intelligence and 

transformational leadership and the role of organizational culture as a moderator on that 

relationship by using two research methods: The covariance-based structural equation 

modeling (CB-SEM) and partial least squares (PLS-SEM). The study examined a complex 

model consisting of 60 indicators including moderator effects which used real data. This will 

help in understanding the respective differences of the two approaches in a setup comprising 

model specification and parameter estimation. The dual SEM approach represents an important 

contribution, permitting validation of the model’s robustness, and, thanks to the CB-SEM 

method, to overcome the limitations of PLS-SEM. The findings show that both methods yield 

similar results with minor differences that may be attributed to their respective estimation 

requirements including model fit and complexity issues. After considering these results and 

findings from studies done in this line, the researcher concludes that future studies need to 

observe recommendations made to focus on the phenomenon and research design aspects and, 

not mere modeling. A study limitation is not testing SEM boundaries with non-normal data 

and small sample size. The study is first to apply SEM approaches to verify results of a 

complex leadership model that included moderator affects. A key implication is the insight 

gained about the application of standards and guidelines for clarifying the interpretation of the 

SEM theories and models for leadership and management research. This implies the equal use 

of the CB-SEM and PLS-SEM for future studies, without undue bias.  
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1. INTRODUCTION

Many management journals are inclined to prefer certain 

traditional research designs that they regard as more robust [1, 

2]. Therefore, several scholars call for methodological 

innovations to increase questions researchers ask and improve 

the credibility of their solutions [3, 4]. Suggestions have 

included improving the quality criteria and using methods that 

avoid bias in quantitative research. The current study responds 

by paying special attention to the examination of two popular 

research methods in quantitative management research: the 

covariance-based structural equation modeling (CB-SEM) and 

partial least squares (PLS-SEM). 

Structural equation modeling (SEM) explains the structure 

of the interrelationships expressed in a series of equations [5]. 

It refers to statistical techniques that examine relationships 

between independent and dependent variables within a 

proposed causal structure [6, 7], albeit multivariate techniques 

which help to explain theories with statistical efficiency. 

However, SEM can only study one relationship at a time. 

Despite this, SEM can define whole models and represent 

unobserved concepts. The aim of the present study is to assess 

the strengths and weaknesses of SEM in the context of 

leadership development. This is done by validating 

covariance-based SEM (CB-SEM) with variance-based SEM 

(PLS-SEM). Both methods analyzed latent constructs’ cause 

and effect relationships, but their results may or may not be the 

same because of their different assumption and estimation 

procedures [5]. The CB-SEM and PLS-SEM were utilized to 

study the data by validating the requirements, specifications, 

and the results of each method. This study surveys university 

leaders for their transformational leadership (TL) by also 

examining the constructs of emotional intelligence (EI), and 

organizational culture (OC). Past studies found that EI-TL 

association inconsistent [8, 9] and little is known about OC 

moderation even though it has been found to influence both 

TL [10, 11] and EI [12, 13]. Therefore, the current study 

investigates EI-TL relationship and the role of OC as 

moderator. 

The CB-SEM analyzes variables and error terms that are 

estimated together in one unified model. It can prevent 

measurement errors, but it would require variables to conform 

to some proportionality constraints. This then results in 

unbiased parameter estimates. The PLS-SEM, alternatively, 

does not allow modeling to have the measurement error and it 

does not require proportionality constraints. Thus, it produces 

biased parameter estimates. It weighs composites instead of 

common factors. Formative measurement generates 

identification difficulties in the CB-SEM but not in the PLS-

SEM [14]. Nonetheless, careful consideration of the properties 

and capabilities of the CB-SEM and the PLS-SEM can be most 

beneficial after observing the recommendations made by 

Rigdon et al. [1]. The recommendation includes, first, to focus 

on the phenomenon and research design aspects and not just 
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on mere modeling. Second, assuming that it is known, it is 

advised to use the CB-SEM if estimating a factor model, but 

to use the PLS-SEM if estimating a composite-based model. 

Third, as the research program progresses, it would show 

indications on which approach produces the best proxies. 

Lastly, researchers must regularly explore different models 

that are theoretically acceptable to explain their concepts. 

A validation using the two approaches is useful because 

both methods differ in assumptions, outcomes, and estimation 

procedures. This allows us to learn how their results may or 

may not differ in different situations. The “PLS-SEM 

estimates the parameters so that the explained variance of the 

endogenous latent variable(s) is maximized” [5] while the CB-

SEM estimates parameters. This means that differences 

between the sample covariances and those predicted by the 

theoretical model are minimized [5]. Validating the SEM 

approaches can better our understanding and interpretation of 

SEM models. Further, “such assessments would help disclose 

the different methods' efficacy for different situations that 

researchers encounter in their studies” [15]. Put differently, 

research can uncover which suboptimal situations would have 

which feature of each approach falling short, and for what 

reasons [1]. 

There is no clear and certain answer as to whether the CB-

SEM and the PLS must produce identical results if the 

structure of the two models being assessed is alike [1]. 

Therefore, this study aims to verify whether both methods 

would yield the same conclusions by addressing the 

requirements for optimal performance of each method. The 

outcome would be able to untangle the differences when these 

two approaches are used within a complex model that consists 

of real data, and when their respective setup specifications and 

parameter estimations are met. This is done by using the 

consistent PLS method [16, 17] while observing all research 

integrity recommendations as proposed by Rigdon et al. [1]. In 

the current study, the PLS method is used to reduce the impact 

of measurement error, following [18] recommendation who 

had mentioned that the PLS method uses weighted composites 

only if indicator reliabilities were mixed, the sample large, and 

the composites are correlated. 

Many articles have been written in this line of research with 

some notable heated debates Appendix 1, like ref. [19], who 

assumed that model specification is the only meaningful 

condition for differentiating the performance of the different 

approaches. Their study evaluated the relative performance of 

the CB-SEM and the PLS regarding parameter recovery, under 

different experimental conditions encompassing sample size, 

data distribution, and model specification. It was found that 

covariance structure analysis tended to recover parameters 

better than the PLS. Willaby et al. [20] introduced the PLS-

SEM to examine complex models, and comparing it with CB-

SEM. The study found that the PLS-SEM produced results that 

were like those of the CB-SEM for a simple mediation model. 

The PLS can also produce results for a complex model for 

which the CB-SEM would require a prohibitively large sample. 

Henseler et al. [21] then summarized the latest developments 

of the PLS by concluding that there was no clear-cut resolution 

for this trade-off between efficiency and robustness with 

respect to model misspecification. Henseler et al. [21] 

performed a simulation study which had inferred that the PLS 

was preferable, particularly in the situation when the data were 

not known to be common factor-based or composite-based. 

Hair et al. [22] had used the composite model data instead of 

the common factor model for defining a population. Their 

results showed that each approach had certain strengths and 

weaknesses, which made the approach a suitable one when the 

emphasis is on parameter precision particularly in the 

measurement model, the structural model, or on statistical 

power. Hair et al. [5] also offered rules of thumb for selection 

between the two approaches. Sarstedt et al. [23] noted that the 

CB-SEM has been marked as “hard modeling” because of its 

many and restraining assumptions while the PLS-SEM bias 

involves overestimating the measurement parameters and 

underestimating the structural ones.  

Rönkkö et al. [24] used statistical justifications to cast 

doubts on the PLS-SEM’s effectiveness for building and 

testing the theory. Likewise, McIntosh et al. [7] explained that 

the PLSc is no match for SEM’s estimation, grounded on the 

common factor-based modeling. This is because it cannot deal 

with the universal issue of correlated measurement errors. It 

was also stressed that the PLS-SEM is an attempt to imitate 

the common factor-based CB-SEM while the CB-SEM can be 

reparametrized in diverse fashions to deal with composite 

variables. Nonetheless, Henseler et al. [18] declared that the 

supposed deficiencies were not because of the problems with 

the PLS itself, but rather the techniques used by Rönkkö et al. 

[24]. Appendix 1 further illustrates.  

Despite everything, a more neutral position was taken by 

[25, 26] who concluded that the two approaches would always 

yield identical results, and that differences lie in the setup of 

the two methods’ specifications and estimations. Marcoulides 

and Chin [26] also agreed with Treiblmaier et al. [27] who 

stated that the comparison of approaches must begin by 

distinguishing the models that have composite variables and 

latent variables and implementing approximations. Finally, 

Rigdon et al. [1] suggested five perspectives, hence five 

recommendations of the approaches instead of comparing CB-

SEM and PLS-SEM.), namely, concentrate on the 

phenomenon and not just modeling, remember the importance 

of design, use CB-SEM to estimate factor models, and PLS for 

estimating composites, decide on the mode to be estimated, 

and investigate and justified different models. 

 

 

2. LITERATURE REVIEW 

 

This study was motivated by the persisting issues of 

leadership in Malaysia’s institutions of higher education [28]. 

The Ministry of Higher Education in Malaysia identified a 

leadership gap, subsequently prescribing transformational 

leadership (TL) as the means to overcome these challenges, 

and to drive performance. It was observed that the available 

leadership training programs were “content-heavy” and 

considered as “outdated and redundant” [29]. It is hoped that 

this study would be able to raise the awareness levels of the 

people involved besides inspiring subordinates to rise above 

self-interests [30], thus transforming followers into leaders 

and leaders into agents of change. Past studies found mixed 

results on the link between emotional intelligence (EI) and TL, 

hence the current study includes organizational culture (OC) 

as a moderator to find an explanation for the relationship [10].  

 

2.1 Transformational leadership 

 

Burns [31] was among the first to popularize the TL style 

when he used the transactional leadership and TL concept to 

describe the differences between the behaviors of political 

leaders. The first characteristic of TL is idealized influence, 
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where leaders act as strong role models for the followers. The 

second is inspirational motivation where leaders communicate 

high expectations to the followers by inspiring them to become 

committed to a shared vision. The third is intellectual 

stimulation where leaders stimulate creativity and innovation 

by challenging the beliefs and values of the followers. The last 

of these characteristics is individualized consideration where 

leaders provide a supportive climate by listening to the 

followers. There is ample evidence highlighting its 

effectiveness [32, 33], very strong intuitive appeal, and widely 

used approach. While TL has been studied in various 

organizations including universities, its examination with EI 

as a predictor, and OC as a moderator has been noted to make 

nascent theoretical insights.  

 

2.2 Emotional intelligence 

 

Effective leaders depend on their emotional charms to help 

them convey their communications, and since “you can’t 

divorce emotions from the workplace because you can’t 

divorce emotions from people” [34], it is very natural to 

include EI in a study on leadership. At the lowest level of EI 

branches, self-emotion appraisal, is concerned with 

identifying emotions in ourselves and in others. Other 

emotional appraisal is the ability to use emotions to facilitate 

thinking and to describe how emotional events promote 

intellectual processing. An additional ability noted in the 

model is the use of emotion, i.e., the ability to comprehend 

emotions, emotional language, and the hints carried by 

emotions and connecting these to situations. The last ability is 

the regulation of emotion which constitutes the ability to 

manage emotions to reach precise goals.  

 

2.3 Organizational culture 

 

The reason most often cited for organizations failing to 

perform is their disregard for OC, i.e., failing to alter the 

organization’s culture wrecked by previous changes [35]. 

Schein [36] asserted that we cannot study leadership without 

culture as they are integral concepts. Cameron and Quinn [37] 

described organizational culture as “OC is reflected by what is 

valued, the dominant leadership styles, the language and 

symbols, the procedures and routines, and the definitions of 

success that make an organization unique”. Consequently, 

researchers have suggested using forms of culture as a 

moderator in the EI-leadership relationship like Hofstede’s 

cultural dimensions [38]. Others suggested using cultural 

moderators to test the validity of and confirm the 

comprehensiveness of emotional intelligence by relating it to 

different cultures [9, 39]. Based on this, there is an excellent 

opportunity for the current study to examine organizational 

culture, both as a moderator and in a different cultural setting, 

outside of the western setting. 

 

2.4 Hypotheses development 

 

Many theories have explained the developmental changes 

that people undergo over the course of their lives. The 

framework of the present research was developed based on 

social cognitive theory (SCT) as developed by Bandura [40]. 

The social cognitive theory postulates that individuals learn 

their behavior from work environments through observations, 

imitations, and modeling. The main concept in the SCT is 

reciprocal determinism, which proposes that internal mental 

events like emotional intelligence and transformational 

leadership abilities and traits, external environmental events 

like organizational culture, and plain behavior like 

transformational leadership behavior, can all influence one 

another.  

Past research had investigated leadership with EI, and the 

findings derived showed inconsistent associations [41, 42]. 

Therefore, one of the main objectives of the current study is to 

evaluate the relationship between EI dimensions and TL in the 

context of the Malaysian institutions of higher education while 

validating the examination of the two SEM approaches. To 

demonstrate the relevance of validating the CB-SEM and the 

PLS-SEM, the study’s model was thus examined through both 

methods. Likewise, the potential moderating effects of OC on 

the relation between the dimensions of EI and TL were also 

examined. Therefore, this study aspired to achieve the 

following three objectives: 

1. To evaluate the relationship between EI dimensions 

and TL. 

2. To determine the role of OC as a moderator in the 

relationship between EI dimensions and leadership. 

3. To reveal the advantages and disadvantages of using 

the CB-SEM and the PLS-SEM approaches in a complex 

model involving a larger sample which includes 60 items and 

a moderating variable. 

Transformational leaders communicate and encourage to 

commit followers to a shared vision. In this regard, they need 

symbols and emotional appeals in the form of pep talks, 

sometimes to focus their efforts on a given direction. In TL, 

the leaders’ ability to stay positive is his/her biggest asset in 

motivating. This is accomplished by expressing an 

inspirational vision that lifts when followers are demoralized. 

All these abilities are part and parcel of the EI domain [43]. 

Thus, the ability to perceive emotions accurately sets the 

groundwork for one to become a role model and to be 

confident enough to connect with followers. Being able to 

perceive other people’s emotions and use one’s emotions to 

facilitate thought processes can boost one’s creativity in 

problem-solving. By the same token, understanding emotions 

may also enable one to act as a strong role model who can be 

trusted to do the right thing because of the great trust placed in 

the leader. Finally, the regulation of emotions involves 

controlling one’s temper and emotional expression. The 

leader’s ability to manage his/her emotions can aid in the 

attainment of specific goals which are strong and complex to 

manage.  

OC is proposed as a situational determinant that impacts the 

way EI affects the leadership process. Undoubtedly, a strong 

culture has standards that are clear for measuring appropriate 

behaviors. As such, the ability to control and elicit anger, for 

instance, in situations of injustice, is an example of separation 

of emotion from behavior. This means that, in some instances, 

EI (particularly, managing emotions) will be moderated by 

culture to influence leadership. Goleman et al. [44] 

recommended using a viable moderator as a possible solution 

to resolve the inconsistent results. Hence this study examines 

OC as a primary and reasonable choice [44]. Many studies [11, 

12, 14] have found that OC influenced both TL and EI. In the 

present study, it was expected that EI abilities would relate 

with TL in the presence of OC to facilitate the interaction.  

Culture provides guidance for understanding and deriving 

meanings. Since OC impacts how people understand and react 

to affective events, it is an important factor for moderating the 

connection between the utilizing emotions to assist the thought 
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process for intellectual stimulations. For example, the leader’s 

emotional facilitation of thought is valuable to a leader who is 

interested in motivating the followers to a higher level of 

creative problem-solving. The more the cultural norms are in 

line with the leaders’ emotional signals in building a role 

model and vision for the followers, the more impact the culture 

will have on the relationship. This means that the ability to 

understand emotions, emotional language, and emotional 

signals are valuable to a leader who acts as the role model, and 

who sets the vison for his/her followers. Finally, the regulation 

of emotions may have important consequences in tough 

situations than in easy ones because of the nature of behaviors 

expected in difficult situations. Thus, the OC is expected to 

facilitate the interaction between EI and TL. This is because 

some organizational cultures have clear standards/measures 

for measuring appropriate behavior. Based on the logic 

mentioned above, the following hypotheses were put forth: 

H1: Self-emotional appraisal (SEA) is positively and 

significantly related to TL. 

H2: Others’ emotional appraisal (OEA) is positively and 

significantly related to TL. 

H3: The Use of Emotion (UOE) is positively and 

significantly related to TL.  

H4: The Regulation of Emotion (ROE) is positively and 

significantly related to TL. 

H5: OC positively moderates the relation between SEA and 

TL. 

H6: OC positively moderates the relation between OEA and 

TL. 

H7: OC positively moderates the relation between UOE and 

TL. 

H8: OC positively moderates the relation between ROE and 

TL. 

 

 

3. METHODOLOGY 

 

3.1 Measures 

 

A questionnaire based on three well-known scales was put 

together. To measure TL, 20 items were adopted from the 

MLQ5x [45]. Scores were based on the 5-point Likert- scale, 

ranging from 1 (not at all) to 5 (Frequently, if not always). The 

TL measures five dimensions: i) idealized influence 

(behavioral), ii) idealized influence (attributed), iii) 

inspirational motivation, iv) intellectual stimulation, and v) 

individualized consideration.  

Emotional intelligence (EI) was measured using Wong and 

Law’s Emotional Intelligence Scale (WLEIS) [46] with scores 

based on the 5-point Likert scale ranging from 1 (strongly 

disagree) to 5 (strongly agree). This was based on four 

dimensions: i) self-emotional appraisal, ii) other’s emotional 

appraisal, iii) use of emotion, and iv) regulation of emotion.  

OC was measured using the Organizational Culture 

Assessment Instrument (OCAI) instrument adopted from [37]. 

The measure contains four dimensions that contain six items 

each, thereby resulting in 24 items, namely, i) clan, ii) 

adhocracy, ii) market, or iv) hierarchy. The instrument utilizes 

a 5-point Likert-scale ranging from 1 (strongly disagree) to 5 

(strongly agree). 

 

3.2 Sampling 

 

The Sampling frame is a listing of all the eligible sampling 

units or elements in the population from which the potential 

sample was drawn [47]. Public institutions of higher education 

listed in the Malaysian Ministry of Higher Education directory 

(Individual public universities and Malim Sarjana websites, 

retrieved as of August 2012) were used to generate the 

sampling list for this study. The choice was based on two 

reasons. Firstly, the directory is accessible to the public, and it 

contained a published official directory with the necessary 

information on the public universities. This directory has also 

been used as a data source in previous leadership studies in 

Malaysia [48]. A debatable point was whether the listing had 

been updated regularly. Nonetheless, this study believes that 

the data availability concern merited greater priority as 

compared to this limitation [47]. Further, the directory 

provided all the important information needed by this study to 

draw the intended respondents.  

Sampling for the current study was done through stratified 

random sampling as recommended by Sekaran and Bougie 

[47]. This helped to achieve its representativeness, efficiency 

in situations when differentiated information about various 

strata within the population is desired. The questionnaire was 

administered in person over a four-month period. A total of 18 

public universities in peninsular Malaysia, with an estimated 

total of 2076 academic leaders, were approached. Academic 

leaders constituted the Deans, Deputy Deans, Department 

heads, Managers, and Directors. During the data collection 

phase, it was necessary to make follow-up phone calls and 

visits in-person to the particularly busy academic leaders. 

Research assistants were recruited to assist with the retrieval 

of questionnaires distributed to part of the samples and to do 

the follow-up task by phone and in-person. The minimum 

sample size was determined to be 325, which was calculated 

using [49] sampling formula. Nonetheless, this figure was 

doubled to minimize the sampling error, and to address the 

possibility of low response rate. The minimum sample size 

was further confirmed with a priori G*Power analysis (versus 

posteriori) at 92 to detect an effect size of .15 with .8 power at 

the alpha level of .05 [50]. Of the 650 questionnaires 

distributed, 347 sets of questionnaires were returned (total 

usable 333), gaining a response rate of 54.4%. The normal 

response rate noted in Malaysia was between 15 to 25 percent, 

depending on the method used.  

 

 

4. DATA ANALYSIS 

 

4.1 Data preparation and analysis of survey response 

 

SPSS v20 was used to deal with the missing data, outliers 

(Mahalanobis distance), normality, linearity, multicollinearity, 

and homoscedasticity. All assumptions and measurement 

model evaluations when using the CB-SEM, were observed. 

This encompasses confirmatory factor analysis, common 

method variance (CMV) as well as normality. These were 

employed to examine the research framework and hypotheses. 

For this study, questionnaires with missing data exceeding 

four items were removed, and the occasion that occurred 

should be no more than 12 occasions. Fidell [46] had 

suggested that mean substitution would be the easiest way to 

replace the missing values, on the condition that the total 

percentage of the missing data was 5% or less. Therefore, out 

of every collected questionnaire that had four or fewer items 

missing (5% of 65 items), the mean substitution was used in 

place of the missing data by using the designated SPSS 
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function. The next step was to ensure that data were "clean" 

by using frequency descriptive statistics. This confirmed that 

there was no further missing data. 

Measurement error is an important issue in quantitative 

research; it highlights the difference between the true value of 

the variable and the value obtained by measurement. There are 

many sources of measurement error, including poorly worded 

questions in the questionnaire, misunderstanding of the scaling 

approach, and incorrect application of the statistical method. 

In the current study, several steps were taken to minimize the 

measurement errors. This included a pilot test of the 

instruments. This was conducted earlier to get feedback on the 

ease of the measure and testing environment. The next step 

was to ensure that the researcher was available for explaining 

the questionnaire items to the respondents. The third step was 

to double-check the data thoroughly after collection, and 

during data entry for analysis. Lastly, the SPSS missing data 

features were used to verify any overlooked data.  

To confirm the absence of non-response, bias a sample t-

test was carried out. No significant difference between early 

and late respondents was found; the t-test results contained p 

values of above .05 [51]. The Mahalanobis output from the 

SPSS using all the 60 items in the test had produced a range of 

between 9.33 and 161.9, with no cases exceeding the identified 

critical chi-square value of 418.5. Since all the values were 

below the cut-off point per [50] recommendation, this 

confirmed the non-existence of the outliers’ observations. 

Tests for normality of all variables were done using the Q-Q 

plot, which was very close to a straight line while the 

histogram was a bell shape. Data were also found to be 

multivariate normal as shown by Mardia’s coefficient test. It 

demonstrated the p values to be above .05 and a reading of .13 

and .27 for skewness and kurtosis, respectively. 

Multicollinearity was checked through Pearson’s correlation, 

which showed that the highest correlation of .60 was between 

SEA and ROE, less than the .70 cut-off point. Therefore, all 

variables were retained. Additionally, VIF (variance-inflated 

factor) output obtained from SPSS was below 5, with tolerance 

values of above .20. This confirmed that there were no 

multicollinearity issues. The assumption of homoscedasticity 

was also assessed using regression in the SPSS, and it showed 

that all the independent variables did not violate the 

assumption of homoscedasticity in the scatter plots, as per [5].  

The effect of CMV was remedied by protecting anonymity, 

by decreasing the evaluation uneasiness, and by improving the 

understanding of items which were explained one by one to 

respondents before they filled the questionnaire. Finally, 

Harman’s single factor test was used. The analysis produced 

thirteen factors which explained a 64.9% of the variance; with 

the largest explaining 23.2% of the total variance and that was 

below 50%. 

 

4.2 CB-SEM 

 

SEM is a term that includes many statistical models. 

However, covariance-based SEM (CB-SEM) is the commonly 

used approach in SEM, but PLS-SEM seems to be gaining 

popularity among researchers. They are considered second 

generation statistical approaches, distinguished from first 

generation methods, in that they enable researchers to be more 

flexible in developing complex and realistic structural and 

measurement models. SEM enables researchers to evaluate 

measurement models and structural paths with multiple 

dependable variables and latent constructs with many items. In 

social sciences research, SEM is used because of its ease of 

access but a deep understanding is important to know when to 

use SEM, its requirements and interpretation when compared 

to other approaches.  

CB-SEM fit is based on estimating the observed covariance 

matrix which requires the specification of the full theoretical 

model before data analysis. We start with the confirmatory 

factor analysis (CFA) performed to examine the factor 

structure, and to also validate the measurement scales. This 

was achieved through AMOS v23 [52]. A point of 

consideration here is that splitting data for exploratory factor 

analysis (EFA) and CFA seems to depend on schools of 

thought on the matter and it depends on the purpose of the 

factor analysis and the situation and not a clear-cut question as 

elaborated in meta-analysis work by Izquierdo et al. [53]. 

When the CFA did not attain satisfactory fit while minding the 

dimensions theorized by [45], an EFA was performed. After a 

few repetitions, and after the weaker indicators were removed, 

a unidimensional construct surfaced (see Table 1). At this 

point, eight out of the 20 TL indicators were eliminated. An 

EFA was completed to determine the underlying structure of 

the instrument to observe the possible effect that a different 

research setting could have on the core nature of the construct 

dimensionality [54]. Researchers also noted whether items 

elimination in EFA may affect shifts to the meaning of the 

construct. At its core TL items observed a flexible leadership 

style that encourages followers, expanding their interests and 

leading to embracing of the team’s objective [30, 55]. 

Typically, reflective measure items must share the same theme 

because they correspond a sample of items that are similarly 

reliable and interchangeable [56]. 

 

Table 1. Exploratory factor analysis 

 
Code Variables Loadings 

IIA1 
I re-examine the critical assumptions to 

question whether they are appropriate 
0.647 

IIA2 
I talk about my most important values and 

beliefs 
0.373 

IIA3 
I seek differing perspectives when solving 

problems 
0.503 

IIA4 I talk optimistically about the future 0.637 

IIB1 
I instill pride in others for being associated 

with me 
0.594 

IIB2 
I talk enthusiastically about what needs to 

be accomplished 
0.534 

IM1 
I go beyond self-interest for the good of the 

group 
0.631 

IM2 
I treat others as individuals rather than just 

as a members of the group 
0.571 

IM3 
I act in ways that build others respect for 

me 
0.614 

IM4 
I consider the moral and ethical 

consequences of decisions 
0.326 

IS1 I display a sense of power and confidence 0.400 

IC1 I help others develop their strengths 0.362 
Note: N = 333. Oblimin rotation. Factor loadings higher than .3 shown 

 

Preceding the PCA, the correlation matrix showed 

coefficients at .3 and above. The Kaiser-Meyer-Olkin value 

was .91 and Bartlett’s Test of Sphericity was significant [57]. 

During the EFA, the 20 items of the Transformational 

Leadership Scale (MLQ5x) were subjected to principal 

components analysis (PCA), by using SPSS v20. The EFA 

uncovered two components at 40.1%, but after performing 

Oblimin’s rotation, only one factor had strong loadings and the 

second one had negative ones. This result was similar to past 
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research on the PANAS Scale (r = –.43) [51]; hence the EFA 

resulted in a unidimensional TL with 12 indicators to be used 

for further analysis. 

 

Table 2. Reliability and validity – transformational 

leadership 

 
Variables/ Indicators Loadings AVE CR 

Transformational 

Leadership (TL) 
 

(0.38) 

0.34 

(0.87) 

0.83 

IIA2 
(0.56) 

0.51 
  

IIA3 
(0.51) 

0.45 
  

IIA4 (0.61) 0.5   

IIB1 
(0.52) 

0.47 
  

IIB2 
(0.72) 

0.71 
  

IM1 
(0.58) 

0.54 
  

IM2 
(0.74) 

0.73 
  

IM3 
(0.79) 

0.72 
  

IM4 
(0.71) 

0.66 
  

IS1 
(0.47) 

0.40 
  

IC1 (0.425)   
Notes: All the values in parenthesis are for PLS-SEM; others are for CB-SEM 

 

Table 3. Reliability and validity – emotional intelligence 

 
Variables/Indicators Loadings AVE CR 

Self-Emotional 

Appraisal (SEA) 
 (0.88) 

0.55 

(0.65) 

0.83 

SEA1 (0.76) 0.57   

SEA2 (0.85) 0.8   

SEA3 (0.84) 0.82   

SEA4 (0.79) 0.75   

Others Emotional 

Appraisal (OEA) 
 

(0.75) 

0.66 

(0.92) 

0.88 

OEA1 (0.80) 0.65   

OEA2 (0.88) 0.81   

OEA3 (0.87) 0.85   

OEA4 (0.91) 0.91   

Use of Emotion (UOE)  
(0.68) 

0.58 

(0.90) 

0.85 

UOE1 (0.82) 0.74   

UOE2 (0.80) 0.72   

UOE3 (0.86) 0.81   

UOE4 (0.83) 0.76   

Regulation of Emotion 

(ROE) 
 

(0.76) 

0.67 

(0.93) 

0.89 

ROE1 (0.87) 0.83   

ROE2 (0.88) 0.85   

ROE3 (0.85) 0.77   

ROE4 (0.88) 0.83   
Notes: All the values in parenthesis are for PLS-SEM; others are for CB-SEM 

 

Another CFA was carried out by using the six constructs 

and 52 indicators, including OC, as a second-order construct. 

The CFA results showed a deficiency of fit (X² = 3387.9; DF 

= 1695; p = 0.000; x²/df = 1.999; GFI = .725; CFI = .827; 

RMSEA = .055; PGFI = .671). An acceptable model fit was 

achieved after examining the loadings, and upon eliminating 

four further indicators, making the remaining indicators for 

further CB-SEM analysis to be 48 only. The Chi-square for the 

model fit was now 1750.652 (1055 degrees of freedom), with 

a p = 0.000. The ratio x²/df was 1.659, which met the cut-off 

point of less than 5. The comparative fit index (CFI) was .916 

(cut off rule of thumb is above 0.9), goodness of fit index (GFI) 

was .823 (which was close to the rule of thumb of being 

above .9), and the root mean square error of approximation 

(RMSEA) was .045. The TLI was .91, which was less than the 

0.08, but over the 0.9 cutoff points, respectively (Figure 1). As 

such, the model fit for the measurement model was acceptable 

since the important indexes from the three categories of model 

fit, namely absolute fit, incremental fit, and parsimonious fit, 

achieved acceptable levels [57]. However, the remaining 

values were most likely inflated by the study’s larger sample 

size (333) and model complexity (48 items with 6 variables). 

Tables 2, 3, and 4 illustrate the convergent validity and 

reliability. 

 

Table 4. Reliability and validity – organizational culture 

 
Variables/Indic

ators 
Loadings AVE CR 

Organizational 

Culture (OC)  

(0.43) 

0.83 

(0.95) 

0.95 

Clan    

OL1 (0.82) 0.72   

ME1 (0.86) 0.79   

OG1 (0.83) 0.8   

SE1 (0.86) 0.82   

SC1 (0.86) 0.83   

Adhocracy    

DC2 (0.59) 0.49   

OL2 (0.80) 0.71   

ME2 (0.69) 0.6   

OG2 (0.76) 0.73   

SE2 (0.81) 0.79   

SC2 (0.77) 0.71   

Market    

DC3 (0.62) 0.54   

OL3 (0.58) 0.46   

ME3 (0.82) 0.74   

OG3 (0.78) 0.79   

SE3 (0.82) 0.71   

SC3 (0.73) 0.61   

Hierarchy    

DC4 (0.56)   

OL4 (0.78) 0.76   

ME4 (0.77) 0.69   

OG4 (0.74) 0.6   

SE4 (0.84) 0.77   

SC4 (0.80) 0.79   
Notes: All the values in parenthesis are for PLS-SEM; others are for CB-SEM 

 

Although items with low loadings in the CFA became 

candidates for deletion, factor loadings in the range of ±.30 to 

±.35 (sample size 250 to 350) can be considered as meeting 

the minimal level. This can be used to interpret the structure 

and to preserve the theoretical construct integrity, especially 

by using the practical significance as the criteria [5, 57]. In this 

regard, item loadings ranging from .4 to .83 were acceptable. 

The average variance extracted (AVE) also confirmed the 

convergent validity and content validity. The lower AVE (0.34 

for TL) was tolerated when using the CB-SEM approach. This 

is because Fornell and Larcker had accepted it on the condition 

that composite reliability was higher than .6 [58]. Composite 

reliability for all constructs was evident (Table 2, 3, and 4), 

and Table 5 shows established discriminant validity by means 

of the [58] procedure.  
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The subsequent step used AMOS v23 for the structural 

model evaluation for CB-SEM which produced the following 

output: x²/df = 1.751; GFI = .816; CFI = .904; RMSEA = .048. 

These fit figures were similar to those achieved with the CFA. 

Therefore, using three or four fit keys provided a passable 

proof of the model fit [57]. As such, the items were parceled 

by using the imputation features of AMOS In regression 

imputation, maximum likelihood was used then linear 

regression predicted unobserved values. 

 

Table 5. Fornell-Larcker criterion 

 
 1 2 3 4 5 6 

TL 
(0.61) 

0.58* 
     

SEA 
(0.39) 

0.40 

(0.81) 

0.74 
    

OEA 
(0.31) 

0.32 

(0.42) 

0.42 

(0.86) 

0.81 
   

UOE 
(0.51) 

0.57 

(0.53) 

0.61 

(0.34) 

0.36 

(0.83) 

0.76 
  

ROE 
(0.33) 

0.36 

(0.60) 

0.69 

(0.37) 

0.38 

(0.48) 

0.55 

(0.87) 

0.82 
 

OC 
(0.27) 

0.3 

(0.25) 

0.26 

(0.22) 

0.22 

(0.25) 

0.27 

(0.27) 

0.28 

(0.67) 

0.91 
Notes: *Parenthesis values are PLS-SEM; the rest are CB-SEM 

 

Table 6. Structural estimates 

 

Hypothesis 
Standard 

beta 
t-statistics Decision 

H1. 

SEA→ TL 
(0.110) 0.045 

(1.653) 

0.570 

(Reject) 

Reject 

H2. 

OEA → TL 
(0.100) 0.086 

(1.902) 

1.659 

(Reject) 

Reject 

H3. 

UOE → TL 
(0.381) 0.402 

(7.070) 

6.629 

(Accept) 

Accept 

H4. 

ROE → TL 
(0.013) 0.060 

(0.188) 

0.961 

(Reject) 

Reject 

H5. 

SEA*OC → 

TL 

(0.132) 0.053 
(2.735) 

0.658 

(Accept) 

Reject 

H6. 

OEA*OC → 

TL 

(0.039) -

0.010 

(1.049) -

0.210 

(Reject) 

Reject 

H7. 

UOE*OC → 

TL 

(0.082) -

0.023 

(1.820) -

0.384 

(Reject) 

Reject 

H8. 

ROE*OC → 

TL 

(0.126) 0.129 
(2.975) 

3.697 

(Accept) 

Accept 

Notes: Parenthesis values are PLS-SEM; the rest are CB-SEM 

 

Results showed that some of the path coefficients were 

significant at the 10% level, and some were significant at the 

5% level. The overall R² for TL was .3, which was considered 

moderately significant since the constructs were 

predominantly behavioral. Table 6 condenses the hypotheses 

found from the CB-SEM examination. Two of the eight 

hypotheses were accepted at the p < .01 significance level, 

namely H3 and H8. The remaining six hypotheses, namely, H1, 

H2, H4, H5, H6, and H7 were all rejected. At the same time, 

the structural model for an overall EI was treated as a single 

construct that included EI dimensions in the second order. This 

resulted in an R² of 0.20, and a positive association between 

EI and TL at the 0.01 level (standard beta = 0.45, t-statistic = 

9.087) while OC showed a positive and significant interaction 

with EI (standard beta = 0.213, t-statistic = 4.144). The 

convention was followed for frequently used critical values for 

two-tailed tests, to test a non-directional hypothesis, 2.57, 1.96, 

and 1.65 for significance levels of 1%, 5%, and 10%, 

respectively [5]. 

 

4.3 PLS-SEM  

 

PLS-SEM was used because its fit is based on accounting 

for explained variance in the endogenous constructs and is 

recommended for prediction-oriented models. PLS is able to 

analyze data under the conditions of non-normality and can 

handle complex models while CBSEM tend to run into 

difficulties like the algorithmic nature that calls for the 

inverting of matrices, and an increased chance of poor model 

fit [59]. The measurement model evaluation was carried out 

using SmartPLS v3, which assessed item and construct 

validities and reliabilities, and their indicators, for the research 

model comprising 52 indicators [5]. Following this, the 

elimination of two indicators (DC1 and IIA1) from the 52 was 

necessary so as to preserve reliability for indicators with 

loadings of less than .3 (see Tables 2, 3, & 4). Convergent 

validity was confirmed through higher AVE, but the lower 

AVE (0.38 for TL) was tolerated again, as in the CB-SEM 

analysis above. This is because composite reliability was 

higher than .6 [58]. Indicators with lower loadings of between 

0.40 and 0.70 can be retained when their removal is not 

required. This helped to increase the composite reliability or 

AVE, and in circumstances when the scales were applied in a 

different context [5]. Inspecting the outer models was the 

starting point for the evaluation of the measurement model. 

(Tables 2 to 4 had also shown an acceptable composite 

reliability, ranging from .83 to .95 for the six constructs). Also, 

Fornell-Larcker’s criterion was met and thus the discriminant 

validity was established.  

Prior to assessing the structural model, collinearity was 

inspected via VIF (variance-inflated factor) which was below 

5, and tolerance values were above .20, thereby confirming 

that multicollinearity issues were not present [5]. Therefore, 

the model’s structural relationships can be examined further. 

Output gathered from SmartPLS bootstrapping revealed 

that only three hypotheses were accepted and five were 

rejected (Table 6). The unconstrained approach for the 

interaction estimation of the moderator was used because of 

the ease of specification of product indicators and the lack of 

constraints from normality assumption [52]. The first direct 

relationship hypothesis accepted by both the CB-SEM and the 

PLS-SEM at p < .01, was H3. This predicted a positive 

relationship between UOE and TL. Next, hypotheses H5 and 

H8 were accepted at p < .01. Findings revealed that there were 

significant and positive moderating effects by OC on the 

relationships between SEA and TL, and ROE and TL, 

respectively. The remaining five hypotheses, namely, H1, H2, 

H4, H6, and H7 were all rejected. 

The Coefficient of Determination R² value for the 

endogenous construct, TL, was considered substantial (.293), 

as shown in Figure 1. This is in accordance with [52], who 

suggested R² values for endogenous latent variables to be 

assessed as follows: 0.26 (substantial), 0.13 (moderate), 0.02 

(weak) [52]. Not surprisingly, given the above findings, a 

structural model that included an overall EI with EI 

dimensions, was also examined in the second order. It also 

revealed an R² value of 0.260 and exhibited a positive 

association between EI and TL (standard beta = 0.417, t-

statistic = 8.452), and the OC moderated EI (standard beta = 
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0.129, t-statistic = 2.648). Finally, predictive relevance 

showed accepted level Q² effect size (.109, distance D=7), 

which was not available from the CB-SEM [5]. 

 

 

 
 

 
 

Figure 1. Structural models 

 

 

5. RESULTS DISCUSSION 

 

After analyzing the results, there appear to be several 

differences and similarities between the CB-SEM and the 

PLS-SEM approaches which the current study had hoped to 

uncover, and which suboptimal situations would have. The 

outcome would feature each approach that fell short, for the 

reasons suggested by Rigdon et al. [1]. The CB-SEM and the 

PLS-SEM analyses provided strong results which confirmed 

that the EI dimensions predicted TL and that the OC can act as 

a moderator between EI and TL and between certain 

dimensions of EI and TL. Both analytical approaches revealed 

that the variance in the endogenous TL construct can be 

explained by the EI dimensions by 30% (CB-SEM) and 29% 

(PLS-SEM), in that order.  

The overall showed similarities, but a detailed look revealed 

some differences. First, the model fit in CB-SEM resulted in 

some deletions of four items, yet all the constructs had 

sufficient indicators for SEM [5, 57]. Simultaneously, the 

PLS-SEM analysis settled for the removal of just two 

indicators. This deletion may lead to bias in terms of inference 

estimation when making the validation. This deletion did not 

exceed 20% of the overall items of the study; hence it did not 

develop issues of content validity [52]. 

On one hand, both the CB-SEM and PLS-SEM had resulted 

in a significant association between EI as an overall construct, 

and TL (B = 0.45, and B = 0.417, respectively), and for the 

overall moderating effect of OC between EI and TL (B = 0.213, 

and B = 0.129). The R² values were likewise, within the 

moderately significant range (Figure 1). For both approaches, 

a strong effect was observed between UOE and TL (B =6.629 

and B = 7.070, respectively), and for the moderating effect of 

OC on ROE and TL (B = 3.697, and B = 2.975, respectively). 

This raised the question of whether the model fit can 

sometimes be forgone for theory development, especially 

when it comes to indicator removal. This can mean that models 

with more retained indicators have more reliability and 

validity because they lose fewer indicators, hence promoting 

face validity and meaningful contents [6, 52]. 

On the other hand, differences were evident in some of the 

structural estimates (Table 6 and Figure 1) of the CB-SEM. 

Here, UOE exhibited the strongest (B = 0.402) relationship 

with TL, whereas SEA proved to be the weakest predictor (B 

= 0.045) of leadership. In contrast, the PLS-SEM revealed that 

UOE was the strongest predictor of TL (B = 0.381) while ROE 

appeared to be the weakest predictor of leadership (B = 0.013). 

The CB-SEM approach exhibited significant relationships 

only in two variables, whereas the PLS-SEM approach 

revealed three significant variables at p < .05. This difference 

seemed to be more pronounced when the analysis included 

significance at p < .1. IN this regard, the PLS-SEM would have 

supported six hypotheses while the CB-SEM would have 

supported only three hypotheses. One possible reason for the 

lower acceptance of the significance as well as other 

differences in the results in the CB-SEM approach may be due 

to the higher number of items removed. Another plausible 

reason for the difference could be traced to what [60] had 

noted about PLS. That is, the PLS bias causes the 

overestimation of the measurement parameters and the 

underestimation of the structural parameters.  

 

 

6. CONCLUSION 

 

This study has presented the application of two SEM 

methods in an empirical study which focused on leadership. 

The aim was to highlight some of the benefits and suitability 

of each approach. The findings offer important implications 

and guidelines for leadership development researchers to use 

both the CB-SEM and the PLS-SEM, with equal utilization for 

future studies. As such, it was concluded that future studies 

need to observe the five recommendations made by Rigdon et 

al. [1], that “researchers should focus on more fundamental 

aspects of research design”, instead of comparing the CB-SEM 

and the PLS-SEM methods. The research gap is found in the 

inconsistencies and mixed results of past studies regarding the 

EI-TL association and so this study adds a moderator and 

validates the investigation using two prominent but 

contentious approaches. 

The current study had explored the use of the CB-SEM and 

the PLS-SEM approaches, and the outcome showed that UOE 

predicted TL, as noted in past studies [61, 62]. Results also 

showed that OC can moderate the ROE-TL relationship. These 

results were expected because UOE, as represented by 

Understanding Emotions, enabled leaders to act as strong role 
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models who can be trusted to do the right thing because of the 

greater trust placed in that leader. Likewise, ROE requires that 

emotions be displayed in effective ways, and this should also 

be supported by Organizational Culture which acts as a 

situational determinant. A strong organizational culture has 

standards which are clear for measuring appropriate behaviors 

of followers [40]. 

Several conclusions can be drawn from the validation of the 

two SEM approaches. Past studies using the PLS path 

modeling for SEM purposes were obliged to justify 

substantially, their rationale for choosing the PLS [59]. In this 

regard, the current study had shown that the PLS-SEM method 

displayed a robust variant analysis, followed by enhanced 

validity and reliability results. The model did not lose much 

content which might have affected theory development, and 

managerial implications. Simultaneously, an EFT performed 

earlier in the data analysis had resulted in the loss of eight 

items from TL, thereby leading to its uni-dimensionality. All 

of these were due to the inability of the CB-SEM to reach an 

acceptable model fit during the initial CFA. In contrast, the 

PLS model had capitalized on the inclusion of weak items to 

extract whatever useful information that was available in the 

indicators to create a better construct score. 

In the PLS-SEM model, the first and second-order 

constructs were easily accomplished, and the latent variable 

scores were obtained. Both are essential for predictive 

relevance when building higher-order constructs [59]. 

Conversely, this process can prove to be difficult and typically 

uncertain in the CB-SEM model. The current study had 

utilized five second order and four second-order latent 

constructs, TL, and OC, respectively, with 44 primary 

indicators. While both the CB-SEM and the PLS-SEM models 

had managed to make possible, the extension of the higher-

order factor, it appears that the PLS-SEM was not acutely 

restricted by model complexity, when compared to the CB-

SEM [52, 59]. Such merit is attributed to the segmentation 

process and algorithm of the PLS which enabled the division 

of complex models, such that only one subset of a parameter 

was estimated at a single moment [16].  

The PLS path modeling is recommended if the research is 

prediction-oriented or is an extension of an existing theory 

[52]. Accordingly, the current study is a correlational study, 

where prediction was reasoned to be more vital than parameter 

estimation, i.e., EI dimensions that could predict TL and OC, 

were examined as moderators on the relationship [5, 52]. 

Using the PLS may seem more appropriate for the current 

study because larger models with 50 or more items may run 

into difficulties when using the CB-SEM. These difficulties 

include the algorithmic nature that calls for the inverting of 

matrices, an increased chance of poor model fit, and memory 

limitations of most current computers. All of these could result 

in long running time, or no run at all [59]. 

As a research based in the realm of social science, there are 

several limitations worth noting in this study. The first 

limitation is related to the results of the current work which are 

effective only inside the parameters of the study examined. 

Additionally, a validation of the two approaches is useful 

because both methods differ in assumptions, outcomes, and 

estimation procedures. From the results derived, we can learn 

how their results may or may not differ in different situations. 

Therefore, future research can take an interesting direction of 

validating the two SEM techniques by using normal as well as 

non-normal data with smaller sample sizes to test the 

restrictions claimed against the CB-SEM.  

The main practical significance of this study is that it 

provides guidance on SEM approach selection. The first 

criteria are related to assessing whether the approach is 

suitable for answering their research question of whether it is 

theory development or theory confirmation. PLS-SEM is 

recommended for theory development and CB-SEM for theory 

confirmation because PLS-SEM allows the retention of 

indicator items and higher factor loadings. The second 

important criteria are related to their sample, data, and 

measurement characteristics. Use PLS-SEM when lacking 

normality and smaller sample sizes, and if it is useful to 

construct higher order hierarchical component models (HCM) 

[5]. Consequently, policy makers in the research community 

are invited to promote methodological innovations to expand 

on questions researchers ask and improve the credibility of 

their solutions by demanding deeper investigation of quality 

criteria and usage of methods that avoid bias in quantitative 

research. 

While explanations for the criteria used are recognized in 

accordance with empirics, because of the lack of a selection 

criterion used to specify the population of interest as it covers 

only a small portion of the academic leaders, hence the 

generalizability of the study is reduced. Another akin 

limitation relates to the smaller sample size which was due to 

the expense and difficulty of collecting data in person from the 

very busy leaders. Finally, due to the cross-sectional nature of 

the study caution is well-advised to the interpretation of direct 

and moderation as evidence of causal relationships. It would 

be remarkable for future research to repeat the current 

research’s model in different countries with a bigger sample 

from private as well as public universities with longitudinal 

data to track changes over longer periods. 

As a final word, the present study has accomplished its aim 

of validating the potential advantages and weaknesses of the 

CB-SEM and the PLS-SEM in leadership development 

research. However, even though the PLS-SEM seemed to be 

slightly more suitable for the context of this study, researchers 

need to proceed with caution when deciding on the 

appropriateness of either approach for their research situations. 

The research implications of this study are recognized in the 

empirical and practical contributions. This study had first 

validated the SEM approaches in a complex model which 

included the moderator effects by using real data. This study 

had also recognized the differences of the two approaches for 

the setup of model specification and parameter estimation 

before conducting the analyses. The findings of this study 

advance understanding of the application of standards and 

guiding principles when clarifying interpretations of SEM 

theories and models. The validation using of the two SEM 

approaches highlighted the differences in terms of 

requirements, applications, and analysis of both approaches. 

This, therefore, verified the similar anticipated conclusions 

yielded by both methods. The differences shown further 

encourage the optimal use of available data analysis tools. 

Nonetheless, this is only evident when observing the 

recommendations of certain researchers like Rigdon et al. [1] 

which is to focus on the phenomenon and research designs, 

and not just the modeling aspects only. 
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APPENDIX 1 

Study Discussion of findings 

Hwang, H., N.K.Malhotra, Y. Kim, 

M.A. Tomiuk, and S. Hong (2010)

This article finds that PLS exhibits inferior performance in parameter recovery compared with SEM. 

It concludes that generalized structured component analysis may be a good alternative to PLS, for 

structural equation modeling, hence it is recommended over CB-SEM, unless the correct model 

specification is ensured. It acknowledges the differences in the setup of the approaches in terms of 

model specifications and parameter estimations, ahead of any analyses conducted. 

Marcoulides, G. A., Chin, W. W., & 

Saunders, C. (2012). 

AND 

Marcoulides, G. A., & Chin, W. W. 

(2013) 

The writers state that both approaches will always yield identical results and the differences arise 

only from the setup of the approaches in terms of model specification and parameter estimation. 

Rönkkö, M., & Evermann, J. (2013) This paper concludes that the PLS-SEM is widely misunderstood, and their results cast doubts on its 

effectiveness for building and testing theory in organizational research. 

Henseler, J., Dijkstra, T. K., Sarstedt, 

M., Ringle, C. M., Diamantopoulos, 

A., Straub, D. W. & Calantone, R. J. 

(2014a) 

This paper contends that alleged shortcomings of PLS are not due to problems it has, but rather the 

techniques, and that PLS should continue to be used as an important statistical tool for management 

and organizational research. 

Astrachan, B. Patel, & Wanzenried 

(2014) 

They compare CB-SEM and PLS-SEM, and concluded that there are advantages in using PLS for 

family business research. 

McIntosh, C. N., Edwards, J. R., & 

Antonakis, J. (2014). 

This paper makes recommendations for improving the ability of PLS to estimate and test theoretical 

models. Path modeling with composite variables have limitations similar to those of PLS in terms of 

the ability to validate causal structures. The advantages of PLS are relative to SEM which also exist 

in SEM (e.g. reduced computational demands and superior convergence behavior, robustness to 

small sample size, tolerance of badly behaved distributions, exploratory capabilities in the absence 

of a theory, etc.). PLSc cannot match SEM’s estimation and testing capabilities based on common 

factor-based modeling because it is not equipped to deal with the ubiquitous problem of correlated 

measurement errors. 

Kaufmann & Gaeckler (2015) The study compares CB-SEM and PLS-SEM and provides a review of PLS-SEM use in supply 

chain management research. 

Willaby, Costa, Burns, MacCann, & 

Roberts (2015) 

Their results for testing complex models in psychology show that PLS produces results similar to 

SEM for a simple mediation model. PLS also performs well in a complex model for which SEM 

would require a large sample. 

Sarstedt M., Hair J. F., Ringle C. M., 

Thiele, K. O., & Gudergan, S. P. 

(2016) 

Their results highlight the biases that occur when 

using (1) composite-based partial least squares path modeling to estimate common factor models, 

and (2) common factor-based covariance-based structural equation modeling to estimate composite 

models. The results show that the use of PLS is preferable, particularly when it is unknown whether 

the data's nature is common factor- or composite-based. 

Henseler, J., Hubona, G. S., & Ray, 

P.A. (2016) 

The article presents the latest developments in PLS-SEM. They argue that there is no clear-cut 

resolution of the issues on this trade-off between efficiency and robustness with respect to model 

mis-specification. 

Nitzl, C. (2016) After reviewing the reasons for using PLS-SEM, and after giving the characteristics of the data and 

models followed by the model evaluation and reporting, the author makes four recommendations for 

using PLS-SEM. 

Richter, Sinkovics, Ringle, & 

Schlägel (2016) 

They review the use of the CB-SEM and PLS-SEM use in international business research. Their 

findings show that papers in the field do not emphasize PLS’s key benefits, which might be fruitful 

for the theorizing process, and are not following best practices to advance theory building. 

Rigdon E. E., Sarstedt M., & Ringle 

C. M. (2017)

The authors suggest not comparing SEM and PLS but instead offer to look at five perspectives and 

make five recommendations instead. 

Hair J. F., Hult G. T. M., Ringle C. 

M., Sarstedt M., & Thiele, K. O. 

(2017b) 

The article focuses on learning more about the methods’ relative performance and the settings that 

favor each method’s use. They use composite model data. Their results show that each approach has 

certain strengths and weaknesses, which make it suitable when the focus is on parameter accuracy in 

the measurement models, the structural model, or on statistical power. 

Sarstedt M., Ringle C.M., & Hair J. 

F. (2017)

This work highlights that CB-SEM has been labeled as hard modeling because of its numerous and 

rather restrictive assumptions, and for data distribution and sample size. At the same time, they point 

out how PLS-SEM bias involves overestimating the measurement model parameters and 

underestimates the structural model parameters. 

Hair, Hollingsworth, Randolph, & 

Chong (2017c) 

They update and expand the assessment of PLS-SEM use in information systems research while 

offering rules of thumb for choosing between CB-SEM and PLS-SEM. 

Ali, F., Kim, W. G., Li, J., & 

Cobanoglu, C. (2018) 

They compare CB-SEM and PLS-SEM and determined that there are greater advantages for 

hospitality and tourism researchers in applying PLS-SEM. 
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