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Artificial intelligence has proven its effectiveness in many industrial fields to enhance the 

existing functionality. Artificial intelligence and machine learning algorithms integrated 

with turbines can be useful in controlling important variables such as pressure, 

temperature, speed, and humidity. In this research, the Simulink library from MATLAB is 

used to build an artificial neural network. The NARMA L2 neural controller is used to 

generate data and for training networks. To obtain the result and compare it with the real-

time power plant, data is collected. The input variables provided to the neural network 

have a large effect on the hidden layer and the output of the neural network. The circuit 

board used in this research has a DC bridge, a transformer and voltage regulators. The 

result comparison shows that the integration of artificial neural networks and electric 

circuits shows enhanced performance with high accuracy of prediction. It was observed 

that the ANN integration system and electric circuit design have a result deviation of less 

than 1%. This shows that the integration of ANN improves the performance of turbines. 
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1. INTRODUCTION

A steam turbine is a tool which extract thermal energy from 

pressure of steam and convert into an energy for performing 

mechanical work. It is mostly used in the generation of electric 

power in power plant. A steam turbine is consisting of high 

pressure, low pressure and moderate pressure. The high-

pressure part of steam turbine contains two casing which split 

horizontally. Inner split is fixed inside and it is present in the 

axial direction, and an outer casing which can provide an 

expansion possibility in every direction.  

The Intermediate-pressure part of steam turbine contains 

three parts which split horizontally. These three parts an 

attached vertically using flanges. Outer branch is rigidly 

attached with condensers using spring. At the inner casing of 

the intermediate pressure, low pressure heater’s tube nest is 

placed. At the centre of low-pressure casing part, in the axial 

direction, guide key and fix point are connected with the 

casing [1].  

An artificial neural network is highly adapted to the 

improvement of the workings of a steam turbine. In the 

proposed research, the need for fast prediction to control the 

power engineering operation was mentioned, and by using the 

inverse neural network control algorithm, it was addressed. 

This technique adjusts the temperature in the steam turbine to 

maintain it below the threshold value for safety, and at the 

same time, it maintains the start-up rate [2]. Salim et al. [3] 

used design and implantation of electric circuits for enhanced 

performance of steam power plants and artificial neural 

networks as techniques. The novelty in this paper was in 

applying the NARMA controller for the purpose of enhancing 

turbine performance. Comparing the results from modelling 

by ANN and electric circuit with experimental data reveals a 

good agreement and the maximum deviation between the 

experimental data and predicted results from ANN and circuit 

design is less than 1%.  

Various researches have proposed genetic algorithms, 

differential evolution technique and different artificial neural 

network technique to improve the performance of steam 

turbine [4]. 

In turbine algorithm, controller implementation is carried 

out using the neural network. In many industrial application, 

neural network is used to control the stress in steam turbines 

[4]. Dominiczak et al. [5] proposed a mathematical model - 

Nonlinear Auto-Regressive neural networks with exogenous 

inputs (NARX) for maintaining the stress of steam turbines. 

Dettori et al. [6] proposed Nonlinear Model Predictive 

Control (NMPC) technique to improve the sped of steam 

turbine start-up and increases the energy production with 

maintaining the stress of steam turbines. 

Based on the above survey and although the pressure control 

neural network of steam turbines has been used in many 

industrial applications, the use of the adaptive fuzzy neural 

inference model is limited. Therefore, for generating the 

turbine cycle output, adaptive neuro-fuzzy inference model is 

used in this research. Input of the adaptive neuro-fuzzy model 

was rate of waterflow, its temperature, it’s pressure and 

pressure at condenser at each cycle. The result of this research 

suggest that the underlying system predicts the output with 

high accuracy and it compute the output of generator correctly. 

The aim of the proposed research is to improve the power 

plant performance by integration the artificial neural network 

technique by maintaining different parameters like velocity, 

temperature, pressure and humidity.
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2. ARTIFICIAL NEURAL NETWORKS 
 

ANN works similar to the human brain with many nerves. 

There exist multiple layers of nodes which connect to form a 

network. It was first introduced in the 1940 by Mc Culloch. 

There exist multiple tools and types of artificial neural network. 

The model of artificial neural network is created based on the 

type and an input which is provided to it. It is useful in solving 

the statically difficult problem and it generally provides an 

output with some probability distribution which suggest the 

prediction based on the input values. Neural network is an 

interconnected network of multiple nodes refereed as neurons. 

Model formed by neural network is an algorithmic pattern 

which can process any input.  

Artificial neural network is generated in two steps, first one 

is training and second is testing phase. In training phase, an 

input is provided to a neural network, this is usually a big data 

and hence a pre-processing of data is required before it feed to 

the neural network. In the training phase, neural network 

algorithm creates an artificial intelligent model consist of 

several iteration. After the model formation, neural network 

model can be used for a prediction purpose. However, to test 

the accuracy of the network, testing phase is required. In 

testing phase, a split technique is used to split the whole data 

into a bag of data and other dataset is used as a training data 

and the accuracy of the model is determined using remaining 

dataset. Depending on the accuracy of the model it is used for 

the predication or decision-making purpose [7-10].  

The Artificial neural network is a technique of Artificial 

Intelligent to create an AI model for predication from the 

external data. Multiple layers present in the artificial neural 

network is useful in improving the accuracy when compare to 

other artificial intelligence algorithm like classification and 

clustering technique. Figure 1, illustrates the architecture of 

artificial neural network. Feed forward neural network is used 

to generate a multi-layer neural network. In the multi-layered 

network, output of previous layer is input to the next layer. 

Backpropagation is a method of adapting the weight of 

network using the error rate of the previous layer. An error rate 

is calculated by obtained and desired output value. 

Backpropagation is a technique to handle or adapt the missing 

attributes from the training data [11]. 

 

 
 

Figure 1. Architecture of Artificial Neural Network 

 

 

3. DATA COLLECTION AND PROPOSED METHOD 
 

A steam turbine is mostly used in the power plants as it is 

more cost efficient if compared with other peer with respect to 

performance and capacity of power plant. For increasing the 

thermal capacity of the steam turbine various complexity 

levels are available. Using the artificial intelligent technique, 

the complexity of steam turbine can be studied and analysed 

which considers the high, medium and low-pressure stage of 

steam turbine. Using the model prepared by artificial neural 

network can be used for designing, synthesis, generating 

simulation and to monitor the power plant control system [12-

17]. 160-Megawatt steam power plant has different motives 

like steam extraction, heater for feeding water and separator 

for moisture. MATLAB software is used to simulate the 

different factors which affects the working of AL-Dura power 

plant steam turbine, this includes pressure at steam turbine, its 

temperature, current humidity and velocity. This simulation is 

based on the data which is obtained from the real power plant.  

 

3.1 Data collection 

 

The input variable which affects the working or operating 

of power plant is as follow: 

(1) Steam turbine pressure 

As the data received from the real time power plant, a 

pressure which is applied for the safety operation at steam 

turbine has to be less than 140 bar. 

(2) Temperature 

As the data received from the real time power plant, a 

temperature which is applied for the safety operation with 

avoiding any damage to turbine blades at power plant has to 

be less than 550° Celsius. 

(3) Humidity 

Humidity is an important factor which affect the blades 

which rotates in steam turbine. A humidity at steam turbine 

has to be less than 0.12. 

(4) Velocity 

Speed or velocity of the turbine is also an important factor 

in the power plant as it affects mechanical power which is 

responsible for efficient operation. The ideal velocity of the 

steam turbine should be greater than 3500 rotation per minute. 

From the collected data input variable and output parameter 

is used for building an artificial neural network. Raw Data is 

collected for 15 days from the sensor inputs and it is consisting 

of 64500 records. As described in the previous section, from 

whole collection of data half is used for training the artificial 

neural network and other is used for testing purpose.  

An experimental device is consisting of hardware and 

software. This includes a laptop with Microsoft operating 

system, input output user, interfaces and controllers. The 

device is integrated with multiple sensors like temperature, 

humidity capturing sensor, sensor for detecting velocity and 

pressure. Built in sensors are capable to detect the sensor 

response and it send the signal to interfaces. As the data 

collection is performed using sensor inputs, it contains a 

periodic noise. In this research Fourier transformation is used 

for noise removal. An interface is responsible to send the 

signals to the operating system and the software which is 

installed in the operating system. This software provides an 

output for selection to operators. Sensors are consisting of DC 

bridge and electric transformers. DC bridge is responsible for 

conversion of signal into the continuous voltage signal in the 

digital form. In this zero’s and one’s representing zero volt and 

five volts respectively. Whereas electric transformers maintain 

the current and voltage at the supply. Table 1 shows system 

information. 

Voltage regulator is used for regulation purpose and voltage 

signal is send to it. Voltage regulator is responsible for 

stabilizing the voltage and it only permit the output voltage to 
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certain limits which is configured. If the sensor reading is high 

then the conversion of analog signal to digital signal takes 

place. Figure 2 describes the sensor diagram. In regards with 

software MATLAB program is used for the analysis and 

processing purpose.  

 

Table 1. System information 

 
Operating system Windows 10 

RAM 8 GB DDR 4 

Processor Intel Core i5 

Software MATLAB 

SW version R2021a 

 

 
 

Figure 2. Sensor diagram 

 

 
 

Figure 3. Block diagram of NARMA L-2 

 

Non-linear regression moving average neural network is 

used in this research, which maintains the humidity, pressure 

at steam turbine, temperature and velocity of turbine. NARMA 

model is used in the artificial neural network for the simulation 

in MATLAB tool. The aim of this model is to adjust the 

magnet position which is present on the electromagnet and it 

rotates in the vertical direction. System with NARMA 

controller is illustrated in Figure 3. 

 

 
 

Figure 4. Flow chart of NARMA model 

 

Figure 4 shows the flow chart of working of the NARMA 

model. In this the first step is to selection of identification 

parameter. In this the minimum and maximum interval is 

selected as 0.1 and 1 second respectively. In the next step data 

is imported and the plant’s information like output and input 

is fetched from the NARMA. After the data collection process, 

actual artificial neural network model is generated based on 

collected data. Based on the response of the user, a training 

model is selected and the output is displayed on the User 

interface. 

 

 

4. RESULTS AND DISCUSSIONS 

 

Using the data collected from an experiment setup, the 

neural network turbine model is simulated in MATLAB 

software. Backpropagation technique of neural network 

creates various hidden layers in neural network and based on 

the error rate nodes on the hidden layers are either updated or 

added. It improves a precision accuracy of the model. For the 

accuracy comparison mean square error rate is used.  

Figure 5 illustrates the performance chart of the training 

model with 2 hidden layers in artificial neural network. 

Performance chart shows that above 85 epoch a system 

generates an expected output with higher accuracy and 

stability in the result. In this setup 2 hidden layers are 

configured however in the NARMA every variable is 

controlled by 14 hidden layers. This increases the accuracy by 

minimising the error rate. 

 

 
 

Figure 5. Performance of the training model 

 

Simulink MATLAB model is used for simulation and 

analysing purpose, using it various input variables which 

affects AL-Dura power plant steam turbine is controlled. In the 

proposed model for every signal, neural network is created and 

then a centralised processing unit is used to analyse the overall 

output of each processing.  

 

 
 

Figure 6. Time evaluation of proposed system 
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This reduces the time required for processing and improves 

the time complexity of the system. Figure 6 shows the time 

complexity comparison of proposed system with single 

processing unit. The individual processing units are responsive 

of all input variables which are pressure, velocity, temperature 

and humidity.  

As the neural network compromises of multiple hidden 

layers, it increases the training time, hence a parallel training 

approach is proposed. This also improves the steady state of 

the system as even one processing is down system remains up 

based on other processing units.  

For the performance testing proposed neural network 

algorithm was compared with support vector machine 

algorithm for the given inputs. It is observed that the 

performance of artificial neural network is better than support 

vector machine. Figure 7 shows the performance comparison 

of support vector machine and artificial neural network for the 

provided inputs.  

Result analysis of the model shows that the temperature of 

steam turbine at power plant need to maintain at 550° Celsius. 

Figure 8 (a) illustrates the temperature chart with considering 

the time offset. Result analysis of velocity shows that the ideal 

velocity for steam turbine rotation is 2500 – 3000 rotation per 

minute. Figure 8 (b) illustrates the velocity analysis with 

respect to time offset. Result analysis of Humidity shows that 

the surrounding humidity of steam should be 0 – 0.12. Figure 

8 (c) illustrates the humidity analysis with respect to time 

offset. Results shows that the pressure which should be applied 

at steam turbine has to be 140 bars and towards condenser it 

gets further reduced to 6 bars. Figure 8 (d) illustrates the 

pressure analysis with respect to time offset. 

This result shows the permissible levels for the pressure, 

humidity, velocity and temperature. It was observed that the 

permissible temperature is 550° Celsius but it was observed 

that the pressure is directly proportional to the temperature.  

As pressure rises, there is an increment in temperature too. 

This limit of temperature avoids any type of melting or other 

heating issue in the power plant. Humidity captured from the 

device shows that permissible limit of humidity is 0.12 at 

which there is no humidity related risk.  

It is also observed that the it is depended and inversely 

proportional to the temperature and pressure. As the 

temperature and pressure increases, the humidity decreases it 

avoid the erosion and corrosion of the turbine blades. 

The comparison of humidity levels between the circuit 

design and artificial neural network is carried out. It was 

observed that the error rate between it was less than 1%. 

 

 
 

Figure 7. Comparison with SVM 

 

 
 

Figure 8. (a) Input variable temperature, (b) Input variable velocity, (c) Input variable humidity, and (d) Input variable pressure 
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5. CONCLUSIONS 

 

Artificial neural network is capable to solve complex 

problems by using multiple hidden layers. In this experiment 

temperature, pressure, velocity and humidity is provided as an 

input variable to the artificial neural network. Artificial neural 

network provides an information related to the relationship of 

input and output variables of the steam turbine. This 

information is useful for designer while designing the 

controller of the power plant. Artificial neural network training 

is based on the input values and the count of epochs configured 

in the system. 

For time optimization a NARMA uses minimum and 

maximum normalization method in the training phase. In the 

proposed model for every signal, neural network is created and 

then a centralised processing unit is used to analyse the overall 

output of each processing. This reduces the time required for 

processing and improves the time complexity of the system. 

Backpropagation technique is used in artificial neural network 

to feed the error rate between hidden layers, which improves 

the overall performance of the system. The proposed system 

maintains the ideal values of the pressure, temperature, 

velocity and humidity. 
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