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The integration of information and industrial technologies, digitalization and 

differentiation of sciences are accompanied by an increase in various types of complexity. 

This limits the capabilities of computer modelling, data mining, and predictive analytics. 

The increasing cognitive complexity of information flows and their diversity creates 

problems of safety, reliability and stability of the functioning of a complex dynamic 

system in extreme conditions. Here we show the possibility of cognitive visualization of 

signals of different nature through their geometrization in the form of a topological 3D 

model of functioning. Its projections are spatio-temporal signatures, the configurations of 

which reflect the dynamic, energetic and structural features of the model. An increase in 

the number of components of the signature configuration and its area under external 

influence indicates an increase in structural and functional complexity. Therefore, the 

signal structure can be analyzed in real time using complementary probabilistic and 

deterministic methods. A set of tools for the synthesis and analysis of 3D models has 

innovative potential for monitoring the functioning of elements of complex dynamic 

systems, risk management and predictive analytics.  
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1. INTRODUCTION

The integration of information and industrial technologies, 

and the digitalization of research, modelling and diagnostics 

have increased the complexity of data mining, risk 

management and predictive analytics [1]. The variety of 

processing methods, visualization and analysis of information 

increases the information complexity, which leads to the 

manifestation of cognitive aspects in the management of 

complex dynamic systems (СDS) in extreme conditions [2]. 

The consequence is the increasing complexity of the 

interaction of all elements of the VTS, including humans. 

Their consistency determines the safety, reliability and 

stability that determine the viability of the CDS. In extreme 

conditions, it also depends on thinking in complexity of a 

person (operator, dispatcher, etc.), who makes a quick decision 

[3, 4] (Figure 1). 

The discrepancy between thinking in complexity and the 

complexity of the CDS functioning limits the control 

possibilities. Despite the further growth of computational 

capabilities, there is an asymmetry in the interconnections 

between formalised signs of CDS elements functioning. 

Therefore, the complexity of the dynamic structure of 

information flows and their diversity limits the possibilities of 

predictive analytics, modelling, data mining, etc. 

An increase in static complexity under external influences 

is characteristic for all CDS elements. Moreover, their 

characteristic signs are not related to each other and considered 

in different subject areas. Analysis of the interconnections 

between different types of complexity in Figure 1 clockwise 

allows identifying the backbone factors that determine CDS 

functioning. Analysis counter clockwise allows identifying 

factors that destroy the system. The balance of these factors is 

characteristic of self-organised dynamic systems and 

phenomena, described using the principle of detailed 

equilibrium (dynamic balance) [5]. Therefore, the concept of 

complexity is interdisciplinary and common to all dynamic 

systems. Beer, Wiener, Prigogine and Haken developed 

various types of complexity [6-9]. All complexity types are 

manifested in the thinking in complexity [3, 10]. Creative and 

critical thinking depends on information overload and human 

psychophysiological state. The consequence of this is an 

increase in risks (Figure 2). Their main reason is the dynamic 

complexity of processes (phenomena), which appears because 

of time delays in the interaction. 

The variety of interactions in CDS is associated with: 

(1) the nonlinearity of self-organised processes and their

interconnectedness; 

(2) lack of sufficient quantitative information on the

processes dynamics; 

(3) the variability of the character of dynamic processes in

time and space. 

International Journal of Safety and Security Engineering 
Vol. 11, No. 6, December, 2021, pp. 713-719 

Journal homepage: http://iieta.org/journals/ijsse 

713

https://crossmark.crossref.org/dialog/?doi=10.18280/ijsse.110612&domain=pdf


 
 

Figure 1. Key signs of CDS functioning and features of thinking in complexity 

 

 
 

Figure 2. Causal relationship between information overload 

and increased risk 

 

 
 

Figure 3. CDS risks associated with human factors 

 

The cognitive diversity of relevant information sources 

leads to information overload (memory impairment, 

concentration, etc.), which negatively affects the decisions. 

The dynamic complexity of information sources and 

information transmission lines increase structural complexity 

and, accordingly, cognitive load. It leads to cognitive diversity 

and cognitive distortions in man-machine interaction [11, 12]. 

Dynamic complexity creates risks in CDS management. 

Figure 2 shows the causal relationship between information 

overload and risks increasing during the CDS operation upon 

extreme conditions. 

Improving CDS safety depends on taking into account the 

capabilities, cognitive, behavioural and psychophysiological 

person characteristics. Therefore, it is essential to assess the 

human factor's role as a key element in ensuring the CDS 

viability. It allows for solving problems of risk decreasing 

(Figure 3). 

Accounting the cognitive aspects of CDS functioning upon 

extreme conditions is necessary to develop intelligent decision 

support and predictive analytics systems. Obviously, it 

determines the growing interest in human factor engineering 

and other interdisciplinary sciences. Their main task is to form 

an interdisciplinary vision of man-machine interaction 

features upon extreme conditions, the role of cognitive 

psychology, and cognitive ergonomics in ensuring safety 

culture [13]. 

The aim is cognitive visualisation of 3D models of the 

dynamic systems' functioning of different nature. 

 

 

2. INTERCONNECTION OF DIFFERENT TYPES OF 

COMPLEXITY AND ITS COGNITIVE VALUE 

 

Expert councils of engineers, ergonomists, programmers, 

physicists, biophysicists use the same terms, patterns, etc., the 

semantic definitions of which are different. Therefore, they 

sometimes do not understand each other. Different types of 

difficulty are affected by:  

(1) an increase in the number of information sources 

(sensors, detectors, spectrometers, fractal biosignals, etc.), 

which increases the static complexity; 

(2) the presence of spatial inhomogeneities in information 

sources (semiconductor sensors and other sensors) and its 

transmission media, which generate temporal inhomogeneities 

and increase dynamic complexity; 

(3) the interaction of spatial and temporal inhomogeneities, 

which generates a latent structure of relationships. 

As a result, the environment static complexity gives the 

increase of passing streams dynamic complexity, increasing 

the structural complexity. They all increase the cognitive load 

of man-machine interaction. It leads to the appearance of 

cognitive problems associated with different types of 

complexity (Figure 4). 
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Figure 4. Cognitive aspects of different types of complexity 

 

Making quick decisions requires cognitive flexibility. Its 

development is facilitated by transformational learning in the 

cognitive space [13], as well as the use of ergonomic laws of 

mutual adaptation and transformation [14, 15]. 

Therefore, identifying the latent structure of relationships in 

the CDS limits the increasing complexity of computer 

modelling, which is based on the principles of system 

dynamics [16, 17]. The complexity of the synthesis of models 

increases the complexity of the analysis, which, in turn, 

complicates: the selection of relevant information sources, 

identification and classification of states, decision making in 

real-time.  

The variety of explicit and latent heterogeneities of different 

nature and scale in sensors of different nature and information 

transmission environment manifests in the different types of 

complexity. 

Latent connections between them limit the possibilities of 

modelling real processes and phenomena. Therefore, the 

development of technology and applied sciences constantly 

faces various physical limitations [18]. For instance, spectral 

analysis has simplified the identification and classification of 

atoms and molecules. However, their self-structuring on the 

nanoscale in smart materials is hidden and is manifested only 

in dynamics [19]. In continuous electromagnetic environments, 

structure-sensitive phenomena (induction, self-induction and 

mutual induction) are researched by statistical, deterministic 

and fractal methods [20] (Figure 5). 

 

 
 

Figure 5. Methods for investigating structural complexity 

induced by inhomogeneities 

 

In the statistical analysis of SDS, the entropies of Shannon, 

Kolmogorov, Ranier and fractal dimension are used [21]. 

From the systems analysis of Figure 5, it follows that induced 

structural complexity makes it possible to combine different 

methods of research and cognitive analysis. However, this 

requires identifying the induced order and balance of opposites 

that arise to counteract external influences. Dual nature of 

destabilising processes appears in this, and it is the same for 

all environments. 

 

 

3. DUALISM INDUCED BY COMPLEXITY 

 

The reason for most of the cognitive problems of man-

machine-environment interaction is in the dualism of 

destabilising factors. On the one hand, they generate various 

local signal distortions that increase static and dynamic 

complexity. And their interconnection, in turn, limits the 

possibilities of modelling functioning in real-time. On the 

other hand, an intense destabilising factor leads to self-

organised criticality [22], which induces new interconnections 

between spatial and temporal inhomogeneities.  

In non-equilibrium processes, the principle of detailed 

balance is fulfilled, which reflects the natural balance of 

opposites. This balance underlies all evolutionary phenomena 

of nature, and information is hidden in spatial and temporal 

local features of functioning. Consequently, locally 

concentrated signal features are potential sources of 

information about the ordering and balance of opposites, the 

degree of which is an individual characteristic of sensors of 

different nature and information transmission medium. The 

key reason for cognitive problems is desynchronization of 

information flows (signals from sensors, detectors, and other 

information sources). The impact of destabilising factors leads 

to cognitive dissonance and cognitive distortions. At the same 

time, the person psychophysiological state affects the 

cognitive perception of complexity, diversity and instability. 

 

 

4. STRUCTURAL APPROACH TO STUDYING THE 

INDIVIDUALITY OF FUNCTIONING 

 

At the most fundamental level, modern physics (chemistry, 

biology, biophyschemistry, etc.) appears to us as a world of 

structures [23]. It is easier to analyse a large number of 

interconnected sources of information if their structures are 

similar. Understanding this point of view allowed us to assume 

that the spatio-temporal ordering of links between local 
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distortions of the time series (fractal signal, information flow) 

contains latent information about the structure of induced 

interconnections. 

Individuality and dynamic complexity limit the possibilities 

of digital modelling and cognitive computing. Simultaneously, 

the distribution of local distortions in a fractal signal contains 

information about opposite processes. Some processes 

contribute to the self-structuring of induced interconnections, 

while others destroy existing interconnections. That is why, to 

assess the viability of the information source (sensor, etc.), 

complementary extreme principles of natural science can be 

applied, which manifest in the space of dynamic events. We 

introduced this space to study the objects functioning 

individuality of animate and inanimate nature [24]. The 

cognitive value of the dynamic event space is that it can be 

justified based on: 

(1) theories of dimensions and dynamic similarity, on the 

basis of which an interdisciplinary approach to the study of 

individuality has been implemented; 

(2) variational principles of dynamics, on the basis of which 

a natural reconstruction of the topological 3D model of the 

functioning of a dynamic system based on the measured fractal 

signal was carried out; 

(3) methodology of dynamic balance (equilibrium), which 

is based on the principles of biomimicry [25]. 

From the complementarity of the cognitive value 

substantiation of the space of dynamic events, it follows that 

morphologically different dynamic systems are functionally 

subordinate to the same principles and are described by the 

statistical laws of physics, biology, etc. Therefore, the 

manifestation of the detailed balance principle in the space of 

dynamic events and the complementarity of the dynamic’s 

principles make it possible to model the functioning of СDS 

elements of different nature, including the human organism. 

Attention is drawn to the uniqueness and significance of 

natural science's extreme principles in researches [26-30]. In 

particular, for topological models of the functioning of 

dynamic systems, the following has a cognitive value: 

(1) complementarity of the least action principles (Hamilton 

and A. Hertz) and the biomimicry principles; 

(2) geometrization of the Jacobi principle of least action in 

the form of a geodesic curve; 

(3) the energy interpretation of the Gauss principle of least 

compulsion and the theorem of E. Noether. 

The interconnection of these principles with biomimicry 

underlies the ergonomic laws of mutual adaptation and 

transformation [14]. 

 

 

5. COGNITIVE VISUALIZATION 

 

One-dimensional time series X (t) of different nature can be 

transformed into 2D and 3D models of functioning [31-33]. 

Fractal and multifractal digitized electrophysiological signals 

V (t) - (ECG, EEG, EOG, rheograms, etc.) are of the greatest 

cognitive value. The influence of external and internal factors 

on them is in the PhysioNet database [34]. Comparison of 

three methods of presentation and analysis of the dynamics of 

the EKG signal is shown in Figure 6. 

From the comparative analysis, it follows that the greatest 

cognitive information is contained in the topological 3D model 

and its orthogonal projections. It turned out that the phase 

portrait as a sequence of dynamic states is a simplified model 

of the 1st order signature. 2nd order spatio-temporal signatures 

have cognitive value. Their configurations reflect the spatio-

temporal interconnections of energy and structural 

components of the functioning cycle. The projections of the 

topological 3D functioning model are individual graphic 

images (signatures of the 1st and 2nd orders). Therefore, the 

creation of an atlas that is based on "PhysioNet" makes it 

possible to identify and classify the human functional state in 

real-time.  

Their configurations reflect dynamic, energetic and 

structural features of functioning. Signature configurations 

reflect the natural decomposition of a time series (fractal signal) 

into opposite components. This made it possible to use in their 

analysis the principle of detailed equilibrium (dynamic 

balance), which underlies the phenomena of nature and 

biomimicry. 

 

 
 

Figure 6. Transformation of the time series X (t) into 2D and 3D functioning model 
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The holistic perception of the 3D ECG model and the 

configurations of its signatures as a set of opposite components 

gives cognitive information. In particular, the ratio of these 

components reflects the dynamic, energetic and structural 

features of functioning. This is because: 

(1) morphologically different dynamical systems are 

functionally subordinated to the same principles of physics 

(biophysics) and biomimicry; 

(2) different dynamical systems operate according to the 

same thermodynamics laws [35, 36]; 

(3) dynamic processes of different scales s are subordinated 

the principle of detailed balance. 

The character of the restructuring of the signature 

configuration reflects the change in the structure of the 

functioning cycle. It allows applying flexible logic of 

antonyms to: 

(1) configuration (form) of signatures 

(symmetry/asymmetry); 

(2) trajectory densities (homogeneous/non-homogeneous) 

in the signature package; 

(3) area covered by the signature (large/small). 

Cognitive visualisation gives a holistic perception of 

dynamic complexity in its versatility and information content. 

Indicators of dynamic balance and statistical ordering of 

opposing components provide complementary information. 

This simplifies the comparison of information flows of 

different nature and the selection of relevant information 

sources. 

From the analysis of Figure 6 it follows that the causal 

relationships of the opposite components of the 1st and 2nd 

orders of signatures can be analyzed from three angles of view 

in real time. It is the spatio-temporal relationship of dynamic 

parameters that determines the features of functioning. 

Consequently, cognitive information is most manifested in the 

spatio-temporal ordering of the topological 3D model of the 

time series. Therefore, signatures of the 1st and 2nd orders are 

so informative, changes in the configuration of which can be 

analyzed by deterministic methods, and the change in their 

areas can be estimated by statistical methods [32-34, 37, 38]. 

The geometrisation of functioning (evolution) dynamics of 

CDS elements allows predicting their viability. Based on the 

atlas of topological 3D models of functioning and their 

projections, it is possible to develop an interdisciplinary 

structural-functional approach to identifying risks, the 

precursors of which are the transitional functional conditions 

of objects of animate and inanimate nature. It is based on the 

developed convergent approach to the viability of CDS 

elements in extreme conditions. 

 

 

6. DYNAMIC MODEL OF RISK MANAGEMENT 

 

6.1 Unification of risk assessment  

 

The main conceptual models for risk management - the 

COSO model [39] and the FERMA model [40, 41] set certain 

standards. These models have different representations of the 

"ideal" risk management process that are difficult to apply to 

the developing CDS. Simultaneously, the proposed unified 

toolkit creates the opportunity of a new approach to the 

developing of biomimetic models of multifractal objects of 

various natures. Using the relative indicators of order and 

balance [42] to assess the dynamic and static complexity, it is 

possible to identify, categorise and evaluate the detected risks. 

The dynamic model of risk management simplifies 

identifying a risk management strategy to keep aggregate 

potential risk at a low level. Upon such an analysis of the 

functioning cycles, the CDS elements become more resistant 

to unforeseen events, especially to various forms of risks.  

Figure 7 shows the systemic interconnections of the three 

levels of risk management strategies. It is clear that ensuring 

the safety, reliability of the CDS and increasing its stability is 

impossible without taking into account the cognitive aspects 

of the interaction between man-machine-environment at all 

stages of the CDS life cycle. 

 

6.2 Risk estimation within the frame of the complexity 

concept 

 

Unification of risk estimation means can be realised on the 

analysis of the evolution of the functioning cycle. The unified 

toolkit allows creating a risk passport for CDS elements. It 

contains models and signatures for the functioning of relevant 

information sources that meet the relevant standards' 

requirements and recommendations. It will make it possible to 

assess risks using unified indicators of orderliness and balance 

of the functioning cycle and the nature of its restructuring 

under test exposure. Determination and maintenance of the 

required level of risks will allow for regular updating of the 

risk register, developing the required standards in risk 

management, and regular monitoring of the CDS operation in 

non-standard conditions. 

 

 
 

Figure 7. Risk management levels in extreme conditions 
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7. THE APPROACH PROSPECTS AND ITS 

INNOVATIVE POTENTIAL 

 

External and internal stressors distort information flows of 

different nature and create systemic problems. To solve the 

problems of the viability of CDS elements in extreme 

conditions, it is necessary to develop interdisciplinary 

connections during training, as well as to design and operate 

CDS taking into account the principles of human factors 

engineering and the corresponding standards. Cognitive 

visualization of 3D models of fractal signals made it possible 

to unify the tools for the synthesis and analysis of models of 

functioning of information sources of different nature. It is 

based on parametric geometrisation of the spatio-temporal 

structure of interconnections in the space of dynamic events. 

The transformation of a fractal signal into a topological 3D 

model of the functioning and its spatio-temporal signatures 

makes it possible to assess the complexity in terms of the 

ordering degree, the energy balance degree using probabilistic 

and deterministic research methods. The ability to synthesise 

and analyse CDS models in real-time has high innovative 

potential. 

In particular, the application of the convergent approach and 

the means for its implementation to information sources of 

different nature (EMR detector, radiation and acoustic 

radiation sensors), and to human electrophysiological signals 

(EEG, EOG, rheogram, etc.) demonstrate advantages. It is 

established that latent spatio-temporal interconnections 

determine the viability of the CDS functioning in non-standard 

conditions. An atlas of these 3D models and their signatures 

simplifies risk management. 

The toolkit and model atlas will also simplify man-machine 

interactions in the training, design and testing of new CDS. 

This will increase the safety, reliability and stability of CDS 

elements functioning under external influences, including the 

human organism functioning. 

 

 

8. CONCLUSIONS 

 

The digital transformation created systemic latent problems 

in the security, reliability and resilience of CDS. Their 

interconnection determines the complexity of solving the 

viability problem in extreme conditions. Reconstruction of the 

topological 3D model of the dynamic system functioning 

according to the measured fractal signal made it possible: 

(1) reduce information complexity when modeling CDS 

functioning; 

(2) reveal the latent structure of induced connections 

determining the individuality of functioning; 

(3) evaluate the modelling results visually in real-time that 

is important for choosing a risk management strategy. 

Local distortion of the multifractal signal increases the 

dynamic and structural complexity. However, the 

transformation of these distortions into a configuration of 

ordered opposing components simplifies the cognitive 

perception of complexity. 

It should be noted that the analysis of the topological 3D 

model of functioning stimulates the active work of both brain 

hemispheres [19, 38] that simplifies cognitive perception and 

presentation of information flows of different nature. Such 

visualisation of the CDS elements functioning allows realising 

the data mining that is not yet available to human and 

computer in separate. It expands the capabilities of control, 

machine learning [15, 37], and intelligent support systems [37, 

42]. 
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NOMENCLATURE 
 

Abbreviations 

 

3D model three-dimensional model 

EEG electroencephalogram 

ECG electrocardiogram 

EOG electrooculogram 

CDS complex dynamic systems 

RAM random access memory 

EMR electromagnetic radiation 

 

Symbols 
 

D fractal dimension 

НSh Shannon's entropy 

НK Kolmogorov's entropy 

НR entropy Rainier 

K integer 

L length  

T time 

V(t) electrophysiological signal 

X (t) state-coordinate 

dX (t) / dt speed-slope 

d2X / dt2 acceleration-curvature 
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