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ABSTRACT

Fingerprint pattern recognition is of great importance in forensic examinations and in helping diagnose some diseases. The automatic realization of fingerprint recognition processes can take time due to the feature extraction process in classical machine learning or deep learning methods. In this study, the effective use of deep convolutional neural networks (DCNN) in fingerprint pattern recognition and classification, in which feature extraction takes place automatically, was examined experimentally and comparatively. Five DCNN models have been designed and implemented with a transfer learning approach. Four of these five models are Alexnet, Googlenet, Resnet-18, and Squeezenet pre-trained DCNN models. The fifth model is the DCNN model designed from the ground up. It was concluded that the designed DCNN models can be used effectively in fingerprint recognition and classification, and that fast results can be obtained and generalized with advanced DCNN models.

1. INTRODUCTION

For forensic examiners, fingerprinting is often used as the main element and tool of analysis and comment [1-5]. Because everyone's fingerprints are different and are not alike, Classification and identification processes are performed using the unique features of the fingerprint. Fingerprint identification processes are performed by obtaining the fingerprint, preprocessing the fingerprint images, and identifying the processed fingerprint [6]. The fingerprint is biometric data unique to the person. Due to this feature of fingerprints, it is widely used in the elucidation of forensic cases. A forensic examiner investigates and makes a decision about where a fingerprint or any evidence found at the scene came from or what the source is. The judgments made as a result of such research are subjective judgments [7, 8] and their reliability and validity are dealt with and questioned by the scientific world [9]. Forensic fingerprint examination has been sought by courts as evidence for over a century [10, 11]. In fingerprint analysis, comparing the features of the fingerprint (e.g., a fingerprint found at the crime scene) with the features of a reference fingerprint (e.g., a suspect's fingerprint) is one of the most important steps. Based on the results of this comparison, the examiner assesses whether the fingerprint is the same as the suspect's fingerprint (i.e., reference fingerprint) or was left by someone else. Three levels of information are used to compare fingerprints (Figure 1). Stage 1 is the general pattern, the general view of the fingerprint ridges; Stage 2 refers to the minutiae where the ridges rest or split, and Stage 3 are details such as the structure of the ridges and sweat pores [12]. If examiners prefer to examine by considering all three levels of information separately, then the result of the examination is reported as a diagnostic value as a numerical probability ratio [13]. This reporting approach is a widely used and accepted method [14-16], and it may differ by country [17].

Figure 1. Representation of three stages of basic fingerprint information (inspired by [9])

To use these three information stages effectively, more scientific studies are needed on the first information stage, fingerprint pattern identification. Fingerprint pattern identification or classification is an important first step for forensic examiners. It is an important necessity to use automatic identification and classification methods to obtain high accuracy results regarding pattern recognition from fingerprint data related to a forensic event. Depending on the type of area the fingerprint interacts with, obtaining fingerprints from the scene causes difficulties in some cases. Visualization studies from areas where fingerprints are not possible are supported by technological developments in forensic sciences. It is important to be able to quickly identify the class of fingerprints whose visualization has been completed.

Also, fingerprint pattern recognition or fingerprint pattern classification studies are not only used for forensic
learning. In addition to forensic examinations, fingerprints can be used to help diagnose some diseases such as autism. Many research articles are using the distinguishing feature of data sets consisting of fingerprint images. And also many articles are confirming that there is a correlation between dermatoglyphic features or fingerprint image data and autism or certain diseases [18-20].

Machine learning methods that are effective in pattern recognition can also be used in fingerprint recognition. Deep learning and machine learning methods used in the state of the art are widely used to contribute to the solution of many problems [21]. In this study, the classification of fingerprints using DCNN, which is one of the most popular deep learning methods in recent years, has been examined both comparatively and experimentally.

There are many different methods for automatic fingerprint pattern recognition. The three most basic algorithms used in current methods are correlation-based, minutiae-based, and ridge-based algorithms. Correlation-based techniques require knowing the exact location of the recording point. There are difficulties in extracting details from low-resolution fingerprint images in minutiae-based recognition algorithms. For this reason, it is necessary to preprocess the fingerprints before putting them into the algorithm. In the ridge-based algorithm, as in the detail-based techniques, there is a preprocessing phase to detect the lines correctly in low-resolution images. In these techniques, it is necessary to improve the pattern by normalization of the fingerprint, histogram equalization, binarization, direction map extraction, ridgelines frequency determination, and filtering processes to realize automatic fingerprint pattern recognition. In addition to all this, additional processes such as determining distinctive features or feature extraction are required in the improved fingerprint pattern [22].

Another important problem with existing automatic fingerprint recognition methods is; existing automatic fingerprint pattern recognition systems can be easily deceived by the presentation attack [23] made from silica gel or other low-cost materials [24, 25].

In machine learning methods, there are time-consuming processes such as feature extraction or determining distinctive features for pattern recognition. Since feature extraction or similar operations are performed automatically in the DCNN method, direct and fast results can be obtained without requiring an extra time-consuming operation, and also DCNN models cannot be easily spoofed by the presentation attack. Fingerprint pattern recognition operations are performed manually in three stages as mentioned before. Fingerprint pattern recognition processes, as mentioned before, are a process that is performed manually in three stages or with time-consuming methods such as classical machine learning methods. Without feature extraction, DCNN's automatic pattern recognition feature can be used for fingerprint recognition and analysis.

To use DCNN effectively for automatic fingerprint classification and to develop more successful DCNN models for this purpose, there is a need for more application and analysis studies based on experimental results on fingerprint classification with existing DCNN models. It is one of the original values of this study that, the pre-trained DCNN models that can classify a thousand categories are reconsidered to classify only eight categories to classify them improving some layers and applying it with a "transfer learning" approach. The other original value is the DCNN model itself, which was designed from scratch to get faster results. This model also allows comparative analysis of conventional DCNN models for fingerprint recognition. The remaining sections of the study after the first section are arranged as follows. In the second chapter, information about obtaining the data set and DCNN architectures are given. In the third section, the numerical and graphical results obtained from the study are presented. The fourth section consists of the conclusion and discussion.

2. METHODOLOGY

In this section, obtaining the data set for fingerprint pattern classification and the design of DCNN models designed and applied in the study are explained.

In this study, five DCNN models for fingerprint pattern classification were designed and implemented. Four of these five models are classic models, designed and trained to classify more than one million image data into 1000 categories, with successful results (Alexnet, Googlenet, SqueezeNet, Resnet18). These models have been reconsidered with the transfer learning approach since our purpose. In all DCNN models applied in this application, the softmax layer and classification layer were changed. The input tensor size of the softmax layer is set to 1x1x8 for each of these five DCNN models, to classify eight types of fingerprint images. In accordance with this layer, the classification layer, which is the last layer after softmax, has also been changed. The other model, the simply designed model (SDM), which was designed from scratch in the study, was applied both to see the effect of the number of layers and other factors in reaching a fast result and to make a comparison by evaluating the accuracy rate. Another reason for using the SDM model is to show the effectiveness of the DCNN method in the study. All DCNN architectures used in the study were performed in a MATLAB environment. This study was conducted with an NVIDIA GeForce GTX 1650, 8055 MB GPU laptop.

2.1 Obtaining the data set

All data used for this experimental study are obtained from the Biometric Ideal Test (BIT) database system (biometrics.idealtest.org/). BIT was formed by a biometrics research team headed by Prof. Tieniu Tan at the Center for Biometrics and Security Research (CBSR), National Laboratory of Pattern Recognition (NLPR), Institute of Automation, Chinese Academy of Sciences (CASIA). All data used for this experimental study are from healthy individuals.

The BIT system is funded by the National Basic Research Program of China (Grant No. 2004CB318110, 2012CB316300), the Natural Science Foundation of China (Grant No. 60736018, 60702024, 61075024, 61135002, 61273272), the Hi-Tech Research and Development Program of China (Grant No.2006AA01Z193, 2007AA01Z162), the International S&T Cooperation Program of China (Grant No. 2010DFB14110) and the National Key Technology R&D Program of China (Grant No. 2012BAK02B01). The BIT system is technically supported by the IAPR (International Association of Pattern Recognition) Technical Committee on Biometrics (IAPR TC4) and ABC (Asian Biometrics Consortium) Committee on Testing and Standards (ACTS).

Fingerprints can be classified into eight categories. The fingerprint data we obtained consists of eight categories as...
shown in Table 1. A total of 678 fingerprint data were used for this study. Figure 2 shows sample fingerprint image data to be used in the study.

![Sample fingerprint image data (2x5)](image)

**Figure 2.** Sample fingerprint image data (2x5)

<table>
<thead>
<tr>
<th>Classes</th>
<th>Patterns</th>
<th>Number of images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accidental Whorl</td>
<td></td>
<td>30</td>
</tr>
<tr>
<td>Double Loop</td>
<td></td>
<td>54</td>
</tr>
<tr>
<td>Central Pocket Loop Whorl</td>
<td></td>
<td>47</td>
</tr>
<tr>
<td>Plain Whorl</td>
<td></td>
<td>208</td>
</tr>
<tr>
<td>Plain Arch</td>
<td></td>
<td>81</td>
</tr>
<tr>
<td>Tented Arch</td>
<td></td>
<td>36</td>
</tr>
<tr>
<td>Ulnar Loop</td>
<td></td>
<td>82</td>
</tr>
<tr>
<td>Radial Loop</td>
<td></td>
<td>140</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td></td>
<td><strong>678</strong></td>
</tr>
</tbody>
</table>

**Table 1.** Dataset and patterns of fingerprints

2.2 Architecture of the pre-trained DCNN models

2.2.1 Alexnet pre-trained DCNN model

The Alexnet DCNN network is a 25-layer deep neural network first introduced by Krizhevsky et al. [26]. The Alexnet network has 8 layers of deep convolutional layers and is designed to classify 1000 types of images with more than one million image data in the imagenet database [26-28]. The Alexnet model, which was previously trained (pre-trained) and proven to be successful, was used in this study by redesigning the last three layers to perform eight fingerprint classifications in accordance with the purpose of this study, thanks to the transfer learning method. Alexnet DCNN model has been widely used in many scientific fields in recent years to solve many different problems [29-34].

2.2.2 GoogLeNet pre-trained DCNN model

GoogLeNet is a 144-layer DCNN model developed by researchers at Google. Since parallel modules are used in the GoogleNet network, a significant advantage has been achieved in memory and power usage. In this study, the googlenet pre-trained DCNN model was retrained for fingerprint classification by redesigning the last three layers thanks to the transfer learning approach, in accordance with the purpose of our study. Today, GoogleNet is widely used in different fields [32-34].

2.2.3 SqueezeNet pre-trained DCNN model

SqueezeNet was developed in 2016 by researchers at the University of California, Stanford University, and the University of Berkeley, who worked with the DeepScale company. The SqueezeNet DCNN model aims to achieve higher success with a smaller architecture with fewer space-saving parameters [35]. Compared to Alexnet, Alexnet has a parameter of 240 MB, while SqueezeNet has only 5 MB of parameters and has a close success and popularity with the success and popularity of AlexNet [36]. For this study, thanks to the transfer learning approach, its architecture was changed. Today, it finds application areas in many scientific studies [37-39].

2.2.4 Resnet18 pre-trained DCNN model

ResNet is an 18-layer DCNN model developed by He and colleagues in 2015 [40]. Its biggest advantage is its very low computational cost. Thanks to transfer learning, the last three layers of eight fingerprint classification have been rearranged. It maintains its popularity as it continues to be used in the solution of many problems in science today [41, 42].

2.2.5 Simple Designed Model (SDM)

In this application, a new DCNN model was designed from scratch to make fingerprint classification faster and compare pre-trained models with the designed model with fewer parameters. Table 2 and Table 3 give information about the layers and internal structure used in the SDM model. While designing the model, input and output tensor sizes for each layer were obtained by using formulas 2 and 3. With the SDM model, by octal classification, the tensor size for the input and output to the softmax layer is arranged as 1x1x8. Figure 3 shows the architecture of the designed model for fingerprint classification. In Figure 3, there are also padding, stride, filter sizes, and filter numbers in each layer. Formula (2) and formula (3) were used to design this model.

![Structure of the SDM (first part)](image)

**Table 2.** Structure of the SDM (first part)

<table>
<thead>
<tr>
<th>Layer Number</th>
<th>Layer Type</th>
<th>Input size</th>
<th>Output size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Image Input</td>
<td>224x224</td>
<td>224x224</td>
</tr>
<tr>
<td>2</td>
<td>Convolution1</td>
<td>224x224</td>
<td>45x45x32</td>
</tr>
<tr>
<td>3</td>
<td>Batch Norm1</td>
<td>45x45x32</td>
<td>45x45x32</td>
</tr>
<tr>
<td>4</td>
<td>ReLu1</td>
<td>45x45x32</td>
<td>45x45x32</td>
</tr>
<tr>
<td>5</td>
<td>Maxpooling1</td>
<td>45x45x32</td>
<td>22x22x32</td>
</tr>
<tr>
<td>6</td>
<td>Convolution2</td>
<td>22x22x32</td>
<td>11x11x32</td>
</tr>
<tr>
<td>7</td>
<td>Batch Norm2</td>
<td>11x11x32</td>
<td>11x11x32</td>
</tr>
<tr>
<td>8</td>
<td>ReLu2</td>
<td>11x11x32</td>
<td>11x11x32</td>
</tr>
<tr>
<td>9</td>
<td>Maxpooling2</td>
<td>11x11x32</td>
<td>1x1x32</td>
</tr>
<tr>
<td>10</td>
<td>Convolution3</td>
<td>1x1x32</td>
<td>1x1x64</td>
</tr>
<tr>
<td>11</td>
<td>Batch Norm3</td>
<td>1x1x64</td>
<td>1x1x64</td>
</tr>
<tr>
<td>12</td>
<td>ReLu3</td>
<td>1x1x64</td>
<td>1x1x64</td>
</tr>
<tr>
<td>13</td>
<td>Fully Connected</td>
<td>1x1x64</td>
<td>1x1x5</td>
</tr>
<tr>
<td>14</td>
<td>Softmax</td>
<td>1x1x8</td>
<td>1x1x8</td>
</tr>
<tr>
<td>15</td>
<td>Classification</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 3. Structure of the SDM (second part)

<table>
<thead>
<tr>
<th>Layer Number</th>
<th>Number of filters</th>
<th>Filter size</th>
<th>Stride</th>
<th>Padding</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>32</td>
<td>3x3</td>
<td>5</td>
<td>Same</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>5x5</td>
<td>2</td>
<td>1, 2, 1, 2</td>
</tr>
<tr>
<td>6</td>
<td>32</td>
<td>5x5</td>
<td>2</td>
<td>Same</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>-</td>
<td>10x10</td>
<td>2</td>
<td>0, 0, 0</td>
</tr>
<tr>
<td>10</td>
<td>64</td>
<td>6x6</td>
<td>1</td>
<td>Same</td>
</tr>
<tr>
<td>11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>14</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 3. The architecture of the SDM for fingerprints classification

2.3 Training and testing of the DCNN models

For the training and testing process, the limitations of all models were tried to be adjusted equally according to their internal structures. However, as seen in Table 4, all values except "Epoch" and "Learning rate schedule" are set as half of the others for Alexnet. The reason for this difference is that the first designed model is decided on these coefficients. There is no other important reason for these differences. Moreover, this difference does not prevent the models from being compared with each other and does not bring any radical differences as a result of training or testing. During the entire training and testing process, depending on the "cross-entropy", that is, the loss function (4), the training and testing process is carried out trying to bring loss closer to zero. This process is the same for all other DCNN models in the world. The training process aims to reach the highest accuracy rate because the test process is a process that is affected by the training result. The aim here is not only to achieve the highest accuracy but also to get the training and test results fastest. Because achieving rapid results is important for a problem such as a fingerprint classification.

Table 4. Limitations for the training and validation process

<table>
<thead>
<tr>
<th></th>
<th>Alexnet</th>
<th>Googlenet</th>
<th>Resnet-18</th>
<th>SqueezeNet</th>
<th>SDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Epoch</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Maximum Iteration</td>
<td>180</td>
<td>360</td>
<td>360</td>
<td>360</td>
<td>360</td>
</tr>
<tr>
<td>Iteration per epoch</td>
<td>6</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Validation Frequency</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Initial Learning Rate</td>
<td>0.001</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>Minibatch size</td>
<td>84</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
</tbody>
</table>

2.3.1 Convolution layer

The process of obtaining the output matrix as a result of filtering the input matrix is called convolution. In the convolution process, stride (s) indicates how many columns and how many rows to shift the filter matrix $n_k \times n_k$ (kernel) right and down on the A input matrix (tensor). The row and column size of the input matrix "A" must be greater than "nk" or have to be its multiples. The size of the input matrix “A” are " nA x nA", and after the convolution process, the “A” size matrix turns out to be a “B”-size matrix because of the filtering. ‘B’ is calculated as follows [43].

$$B_{ij} = (A \ast K)_{ij} = \sum_{f=0}^{n_k-1} \sum_{h=0}^{n_k-1} A_{i+f,j+h} K_{i+f,j+h}$$

(1)

where (1), K indicates the filter, A indicates the input tensor and B indicates the output tensor.

The reduced image size after the convolution process can be enlarged again using the p padding coefficient. Pixels are added to the edges to increase the image size. Added pixels can be filled with zero values. The output matrix b, in which the filling coefficient p is also taken into account, is computed as follows [43].

$$n_b = \left[ \frac{n_A + 2p - n_k}{s} + 1 \right]$$

(2)

2.3.2 Classification and softmax layer

For the classification process, the cross-entropy loss is calculated in the classification layer. In DCNN models, the classification layer is the last. The softmax function is used to perform multiple classifications and it is the output-unit-activation function that comes after the last fully connected layer. By multiple classifications, the softmax function is expressed as follows:

$$y_r(x) = \frac{\exp(a_r(x))}{\sum_{j=1}^{k} \exp(a_j(x))}$$

(3)

where, the softmax function shows the probability distribution of the multiple (octal) classifications.

where, $0 \leq y_r \leq 1$ and $\sum_{j=1}^{k} y_j = 1$ and, $a_r$ is the conditional probability of the given r class sample [44].
Table 5. Structural information for all DCNN models

<table>
<thead>
<tr>
<th></th>
<th>Alexnet</th>
<th>Googlenet</th>
<th>Squeezenet</th>
<th>Resnet18</th>
<th>SDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Image Size</td>
<td>227x227</td>
<td>224x224</td>
<td>227x227</td>
<td>224x224</td>
<td>224x224</td>
</tr>
<tr>
<td>Number of Convolution</td>
<td>5</td>
<td>57</td>
<td>26</td>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td>Number of Pooling</td>
<td>3</td>
<td>14</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Number of Fully Connected</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Number of Dropouts</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Number of Normalization</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td>Activation Function</td>
<td>ReLU</td>
<td>ReLU</td>
<td>ReLU</td>
<td>ReLU</td>
<td>ReLU</td>
</tr>
<tr>
<td>Total Number of Layers</td>
<td>25</td>
<td>144</td>
<td>68</td>
<td>72</td>
<td>15</td>
</tr>
<tr>
<td>Rearranged Layers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.4 Transfer learning

Transfer learning is a machine learning approach that allows a neural network model, previously designed and trained for a specific purpose, to be used for another purpose by transferring information. In this experimental and comparative study, the last three layers of each of the four pre-trained classic DCNN models were redesigned by a transfer learning approach. The fully connected layers of Alexnet, Googlenet, and Resnet18 pre-trained models are re-edited for classification in eight categories. Since Squeezenet pre-trained DCNN model does not have a fully connected layer, the number of filters in the last convolution layer has been changed to eight. The layers updated according to the transfer learning method and the internal structure of the pre-trained DCNN models are shown in Table 5.

The input image data of all DCNN models have three channels and the rectified linear unit (ReLU) is conducted after each convolution layer. In the pre-trained models with the transfer learning technique applied, the learning rate of the layers before the last three layers is left unchanged. But the learning rate of the next layers (the last three layers) has been slightly increased so that they can quickly adapt to the new situation and be updated quickly. The limitations for training and validation processes are shown in Table 6. For training in the classification layer, input values from the softmax function are assigned to one of the mutually exclusive K classes using the cross-entropy function. The loss function of the network needs to be minimized to complete the training process.

\[
\text{Loss} = - \sum_{i=1}^{N} \sum_{j=1}^{K} t_{ij} \ln y_{ij} \quad (4)
\]

where, N indicates the number of samples, K indicates the number of classes and \(y_{ij}\) shows the sample \(i\) in the \(j\) class, and \(t_{ij}\) shows the output for sample \(j\) class \(i\) [44].

3. RESULTS

The results obtained are shown in Table 7 for all models. In Table 7, it is noteworthy that the results of each model are quite different from each other. The most successful test results belong to Googlenet with an accuracy rate of about 83%. The most unsuccessful is the Squeezenet, which has a 30% accuracy rate.

![Figure 4. Validation accuracy graphs for all models with fingerprint dataset](image)

![Figure 5. Validation loss graphs for all models with fingerprint dataset](image)
Table 7. Accuracy and loss results for the fingerprints classification with the DCNN models

<table>
<thead>
<tr>
<th>DCNN Models</th>
<th>Training Accuracy (%)</th>
<th>Loss</th>
<th>Validation Accuracy (%)</th>
<th>Loss</th>
<th>Num. Corrects</th>
<th>Time Elapsed (hh:mm:ss)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alexnet</td>
<td>98.81</td>
<td>0.0358</td>
<td>74.81</td>
<td>1.1033</td>
<td>101</td>
<td>00:10:19</td>
</tr>
<tr>
<td>Googlenet</td>
<td>100.00</td>
<td>0.0146</td>
<td>82.96</td>
<td>0.8721</td>
<td>112</td>
<td>00:14:02</td>
</tr>
<tr>
<td>Resnet18</td>
<td>100.00</td>
<td>0.0037</td>
<td>65.19</td>
<td>1.0918</td>
<td>89</td>
<td>00:35:26</td>
</tr>
<tr>
<td>Squeezenet</td>
<td>31.11</td>
<td>1.8878</td>
<td>30.37</td>
<td>1.8966</td>
<td>41</td>
<td>00:05:10</td>
</tr>
<tr>
<td>SDM</td>
<td>95.56</td>
<td>0.1461</td>
<td>50.37</td>
<td>1.9018</td>
<td>68</td>
<td>00:01:01</td>
</tr>
</tbody>
</table>

Table 8. Confusion matrices for fingerprints classifications models

<table>
<thead>
<tr>
<th>Predicted class</th>
<th>Accidental Whorl</th>
<th>Central Pocket Loop</th>
<th>Double Loop</th>
<th>Plain Arch</th>
<th>Plain Whorl</th>
<th>Radial Loop</th>
<th>Tented Arch</th>
<th>Ulnar Loop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alexnet</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Googlenet</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resnet18</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Squeezenet</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDM</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alexnet</td>
<td>1</td>
<td>10</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Googlenet</td>
<td>6</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resnet18</td>
<td>1</td>
<td>10</td>
<td>1</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Squeezenet</td>
<td>1</td>
<td>10</td>
<td>1</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDM</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True class</td>
<td>Accidental Whorl</td>
<td>Central Pocket Loop</td>
<td>Double Loop</td>
<td>Plain Arch</td>
<td>Plain Whorl</td>
<td>Radial Loop</td>
<td>Tented Arch</td>
<td>Ulnar Loop</td>
</tr>
<tr>
<td>Alexnet</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Googlenet</td>
<td>1</td>
<td>13</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resnet18</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Squeezenet</td>
<td>1</td>
<td>10</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDM</td>
<td>1</td>
<td>3</td>
<td>38</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alexnet</td>
<td>3</td>
<td>38</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Googlenet</td>
<td>2</td>
<td>36</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resnet18</td>
<td>1</td>
<td>41</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Squeezenet</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>25</td>
<td>2</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDM</td>
<td>1</td>
<td>23</td>
<td></td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alexnet</td>
<td>1</td>
<td>3</td>
<td>23</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Googlenet</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>19</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resnet18</td>
<td>2</td>
<td>28</td>
<td></td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Squeezenet</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>18</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDM</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alexnet</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Googlenet</td>
<td>1</td>
<td>6</td>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resnet18</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Squeezenet</td>
<td>2</td>
<td>1</td>
<td></td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ulnar Loop</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It can be easily understood that how many correct predictions or how many false predictions are made from which fingerprint category, by looking at the confusion matrices covering each model in Table 8. For example, Googlenet correctly predicted six of the "Accidental whorl" category of a fingerprint. Another example, the method that estimates the number of the "Plain Whorl" fingerprint category as the most accurate, is very surprisingly Squeezenet with 41.

It can easily be seen graphically from the accuracy and loss curves that the estimation results of the models are very different from each other, in Figures 4 and Figure 5 respectively. The results given in Table 7 are visually concreted in Figure 4 and Figure 5.

4. CONCLUSION

Fingerprint pattern recognition is the first and most important of the three levels of knowledge used for forensic examiners in forensic cases. In cases where the fingerprint pattern image is not clear, it can be very difficult to reach precise results by fingerprint pattern recognition and matching.
with other patterns. For this purpose, the need for automatic pattern diagnosis and deep learning methods formed the motivation of this study. In this study, the usability of the DCNN method in order to classify and recognize eight fingerprint patterns in the literature was experimented and comparatively investigated and examined. Four classical pre-trained DCNN models were applied by reorganizing the last three layers, benefiting from the transfer learning approach. In addition, considering the desire to get faster results, a DCNN model that occupies less space (with fewer parameters), consists of fewer layers, and has a simpler internal structure was designed from scratch and this new DCNN model was named "simply designed model" (SDM). A five-fold cross-validation method was used for the test results.

According to the results, an accuracy rate of approximately 83% was achieved by using the Googlenet pre-trained DCNN model. However, the training time of the Googlenet was about 14 minutes. On the other hand, 75% accuracy could be achieved in about 10 minutes with Alexnet. Although SDM was very simple and fast of all, it was not successful enough in terms of accuracy. It has been proved that Squeezenet pre-trained DCNN model and similar DCNN models are not very suitable for such classifications. There may be two reasons why the results are not as high enough (> 95% etc.). First of all, it is very difficult to obtain very high classification accuracy rates with deep learning methods in such studies with a large classification category (multiple classifications) due to the nature of the work. Second, some fingerprint images may not be clear in the data set used. In order not to affect the comments, the data obtained from the database were used as-is instead of removing the unclear images. Also, unequal numbers of data categories can negatively affect classification accuracy. As a result, DCNN methods for fingerprint pattern recognition turned out to be quite suitable for automatic detection systems and more advanced systems. More advanced automatic detection systems that can assist in forensic investigations can be designed and implemented, especially with proven classical DCNN models such as Alexnet and Googlenet. Another important result obtained from this study is that DCNN models can be generalized and used in fingerprint classification and recognition problems related to forensic examination or diagnosis of diseases, and in forensic and health systems.
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