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Road identification from high-precision images is important to programmed mapping, urban 

planning, and updating geographic information system (GIS) databases. Manual 

identification of roads is slow, costly, and prone to errors. Therefore, it is a hot topic among 

remote sensing experts to develop programmed techniques for road identification from 

satellite images. The main challenge lies in the variation of width and surface contents 

between roads. This paper presents a road identification and extraction strategy for satellite 

images. The strategy, denoted as ESMIRMO, recognizes roads in satellite images through 

edge segmentation, using morphological operations. Specifically, morphological operations 

were employed to enhance the quality of the original image, laying a good basis for accurate 

road detection. Next, edge segmentation was adopted to detect the road in the original image 

accurately. After that, the proposed strategy was compared with traditional methods. The 

comparison shows that our strategy could identify roads from satellite images more 

accurately than traditional methods, and overcome many of their limitations. Overall, our 

strategy manages to enhance the quality of satellite images, pinpoint roads in the enhanced 

images, and provide drivers and repairers with real-time information on road conditions.  
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1. INTRODUCTION

Road identification from satellite images is very important 

for traffic planning and disaster management in urban areas. 

Thanks to the advancement in high-precision satellite imaging, 

a huge volume of spatial information is now available [1]. 

How to extract and exploit the information precisely and 

proficiently is a hot topic in remote sensing [2]. Despite the 

high precision of satellite images, it is time-consuming and 

costly to identify roads amidst the extremely complex scenes. 

This calls for a programmed technique for road identification 

based on satellite images [3]. The programmed road 

identification technique would rely on various morphological 

operations to separate road segments, and extract the relevant 

pixels [4]. 

Roads are the backbone of urban traffic network. The 

identification of roads is essential to traffic control, urban 

management, road survey, and navigation [5]. It is a difficult 

yet important task to identify roads from satellite images. To 

facilitate road identification, the original images are often 

processed through simple spatial mapping, remote city 

identification, etc. Sometimes, segmentation techniques [6] 

are introduced to determine the region of interest, and 

distinguish between roads and the background. Figure 1 

describes the general procedure of road identification. 

Road systems are significant information sources of 

geographical information system (GIS) databases. The image 

data on roads should be extracted, and used to update GIS 

databases. The timely update helps with the query of traffic 

conditions, vehicle routing, urban planning [7], topographic 

mapping, as well as crisis management. For instance, the latest 

road data are needed to effectively handle traffic accidents or 

geographical disasters [8]. 

Figure 1. General procedure of road identification 

The mapping of the road network relies on the accurate 

matching between boundary pixels of road segments. To 

improve the matching precision [9], the Canny operator is 

often adopted to remove the edges shorter than 50 pixels from 

the detected segments [10], and evaluate the remaining 
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segments before matching. Specifically, the coordinates are 

calculated for each boundary pixel, as well as the maximum 

deviation of a segment between two junctions or endpoints 

[11]. If the maximum deviation is not acceptable, the 

corresponding edge is reduced repeated until the maximum 

deviation meets the requirement. In this way, the road 

boundaries are defined [12]. 

Numerically, the boundaries of an image object can be 

portrayed with straight lines or curves [13]. For example, roads, 

rivers, and coastlines are regularly represented by lines and 

curves in computerized mapping and GIS. Object 

representation in remote sensing is deemed as a hotspot in 

topographic mapping [14]. In many cases, small images called 

organizing components are employed to morphologically 

process the original image. The organizing component moves 

in a fixed way over the image to extract every pixel of the 

image object. Unsurprisingly, the organizing components do 

not apply to images containing directional pixels [15]. 

The road system in India mainly covers five levels of roads: 

expressways, national highways (NHs), state highways (SHs), 

district roads, and rural roads [16]. The expressways refer to 

the high-speed roads with four or more lanes. Ramps are 

needed for drivers to enter or exit the expressways. Most 

expressways in India are toll roads [17]. NHs refer to the roads 

between the biggest cities across the country. SHs link major 

cities within a state. District roads are those linking up the 

villages in a taluka. Rural roads are the unestablished roads in 

villages [18]. 

With the help of Google Maps and other online databases, 

the user can find the shortest route from place A to place B. 

However, the online databases are not updated in real time. For 

example, if a road between places A and B is being repaired or 

under construction, Google Maps might still recommend the 

user to go through that road [19], relying on the outdated 

satellite images. To avoid the problem, the user could check 

road maps, which are manually generated and modified based 

on high-resolution aerial images. But these maps are too 

expensive and time-consuming to maintain [20]. 

Morphological operations provide an advantageous and 

effective strategy to improve image quality. The specific 

operation must be selected according to the actual conditions. 

In urban areas, roads and structures are highlights on satellite 

images [21]. By remote sensing, the road condition could be 

captured with a high cost-effectiveness, which has a major 

impact on the daily activities of the urban population [22].  

To timely refresh the information of the road network, this 

paper proposes a strategy to extract roads from an enormous 

scope of satellite images on a city [23]. Our strategy 

characterizes and recognizes each object in the original image 

by five kinds of attributes: photometric, geometric, topological, 

practical, and relevant attributes. These attributes are widely 

used by manual road identification approaches. The 

effectiveness of our strategy was demonstrated through tests, 

using pervasive local and practical road properties like 

material and surface profile.  

The following assumptions were put forward before 

implementing our strategy: the road surface is typically 

homogenous, and different from the nearby objects; a road is 

extended, has a greatest shape, and does not end without a 

reason; the roads cross each other, forming a network, and link 

up different places; a road can be identified by a unique 

distribution of trees. 

2. LITERATURE REVIEW

Road identification models usually contain two submodules: 

the first module is responsible for detecting straight segments; 

the second one is responsible for defining road contours. 

Programmed road identification focuses on the positioning 

of key places. Firstly, the original image is preprocessed to 

remove the noises, and enhance the contrast, making it easier 

to partition the roads from the background. The distribution of 

road regions is assumed to be recognizable by image 

histogram [24]. The rough road cover could be detected 

through Otsu’s thresholding on the grayscale image. On this 

basis, the edges could be extracted through morphological 

reconstruction and boundary tracking. 

Progressive explicit road identification emphasizes the 

center of each satellite image, and assumes that roads have 

homogenous properties. Under this assumption, it is possible 

to differentiate road surfaces from road lines. For this reason, 

the original image is generally segmented through the 

homogram segmentation system, using both spatial attribute 

and image quality. Before creating homograms, Gaussian 

smoothing is performed on the original image to remove 

outliers and determine the most suitable shape of homograms. 

After homogram segmentation, morphological operations are 

needed to improve the accuracy of the detected road contours. 

To identify roads in satellite images, it is strongly 

recommended to integrate scientific morphological operations 

with dynamic shape model, and use Bayesian network to track 

the road states (route, and direction) after the road profile has 

been recognized manually. 

The perception model for road identification coordinates the 

existing road profile with the reference model. It outperforms 

many programmed road identification methods, as indicated 

by the test results on images captured by the enhanced 

thematic mapper (ETM) of Landsat (resolution: 15m). 

Treating roads as long and narrow structures with significant 

pixel differences, the perception model can quickly 

characterize the fundamental attributes of roads, including 

geometric, radiometric, topologic, and other relevant attributes. 

The road edges in the original images can be tracked by the 

double edge following strategy. Then, the fake positives can 

be disposed of based on the homogeneity and basic properties 

of roads. Experimental results show that the perception model 

applies to various types of satellite images. 

Considering the directions, width limits, and varied 

properties of roads, the artificial calculation segment division 

method firstly differentiates images with a lateral operator 

called the beam circle operator, and then removes false 

positively with a Bayesian model. In this way, each original 

image can be divided into road areas and non-road areas. After 

that, the common technique of toe estimation is called to 

remove the highlights, and distinguishes the direction between 

road and non-road areas. In the Bayesian model, a lognormal 

operation is developed based on the region-to-perimeter 

proportions of road reproductions. 

The versatile pixel-based strategy distinguishes the edges of 

the original image, and uses the data in boundary calculation, 

revealing the regions of interests. On this basis, the starting 

points are chosen with the aid of setting features, including but 

not limited to contiguousness, parallelism, oppositeness, and 

crossing point of line fragments.  
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Yassemi et al. [1] proposed the backpropagation (BP) 

calculation, marking a great step forward in road identification 

based on neural networks. For the most part, the BP 

calculation relies on the BP neural network to directly 

characterize the unearthly and contextual data from the 

original images. To delineate road centerlines, Yadav and 

Agrawal [3] presented a powerful method by preparing a 

neural system based on spectral and edge data. The system 

could come up with great outcomes, although the extraction 

results contain many non-road edges. 

Support vector machine (SVM) is a supervised learning 

strategy for feature characterization. By this strategy, the 

linear road can be recognized in a remote sensing image 

through two steps. To start with, the road segments can be 

identified with a direct locator. Then, the genuine road areas 

could be chosen and connected, according to the extracted 

features. Kahraman et al. [5] combined Marakov random 

surface model with the SVM classifier into an organized road 

extractor. To deal with the spectral homogeneity, the self-

loader road identification technique utilizes texture features, 

which need to be extracted manually. This defect can be solved 

with the help of SVM. Many cases have shown that SVM is 

more precise, and powerful in object detection than radial 

basis function (RBF) and k-nearest neighbors (k-NN) 

algorithm.  

In the past three decades, many scholars have explored 

programmed road identification. For example, Liu et al. [6] 

derived a technique that includes powerful programming. 

Miao et al. [9] recommended a road identification strategy, 

which improves the original image by level set technique, 

selects a starting point from the road, improves the extracted 

segments through iterative smoothing, and pinpoints the road 

centerlines. Ma et al. [11] developed a road area recognition 

model with two modules. The first module reduces the image 

by computing the mean and difference of Gaussian 

distribution, while the second module separates the road area 

from the original image, enhances the road recognition, and 

applies fuzzy strategy. 

3. METHODOLOGY

Road identification from a given image generally consists 

of several stages: enhancement, denoising, segmentation, 

morphological operations, feature extraction, and testing the 

segmentation effect.  

Before applying an edge detector, it is necessary to 

eliminate the noises by smoothing the original image with a 

low-pass filter, because the edges are the main difficulty in 

image denoising. In this paper, a 3×3 operator is adopted to 

separate the pixels, reduce the noises, and enhance the saliency 

of distant pixels, making the original image smoother. 

3.1 Image enhancement 

To improve road identification, different types of road 

images are subjected to contrast enhancement. Firstly, median 

filtering is performed to remove the noises. The median filter 

µ can be expressed as: 

µ𝑚𝑒𝑑
2 =

1

2𝑝𝑡2(𝑝)
≈

𝜋𝑖
2

𝑛 +
𝜋
2

.
𝜋 + 1

2
+ k (1) 

where, pt is an image pixel; 𝜋 is the contrast increment of a 

pixel through enhancement; k is a constant; n is the total 

number of pixels in the original image. 

𝑝𝑖
, = ∑𝑖2𝑖+𝑘𝑎𝑡𝑘+b𝑡𝑘 (2) 

𝑝𝑎𝑡/2+𝑖
, = ∑𝑎2𝑖+𝑘 ∗ µ (3) 

𝑝𝑏𝑡/2−1
, = ∑𝑖2𝑖+𝑘𝑎𝑡𝑘+b𝑡𝑘 + ∑𝑎2𝑖+𝑘 ∗ µ (4) 

The pixels from the image can be extracted as: 

a is a pixel extracted from the image; b is a neighbor pixel 

of a; I is the original image; t is the threshold; µ is the depth of 

the pixel; k is the constant. 

𝑃𝑖,𝑗 = 𝑒𝑥𝑝 (
−(𝑇𝑛(𝑎) − T𝑟(𝑏))2

(
2𝛽2

2
)

) + ∑𝐼𝑖+𝑎/2+𝑏
, 𝑣𝑛 (5) 

The dark pixels are extracted from each image. Only the 

low-contrast pixels are enhanced to improve road 

identification. The pixel quality can be improved by: 

T is the contrast threshold; Pi is the intensity of pixels in 

image i; 𝛽2 is the increment of intensity; V is the pixel vector

of image i. 

3.2 Edge segmentation 

The right segmentation technique is critical to the division 

between road pixels and non-road pixels in the original image. 

Our strategy allocates relevant edge pixels into the same 

cluster, and divides the original image into sub-images by 

extracting relevant edge features from the image: 

𝐼(𝑎, 𝑏) = ∑ ∑ 𝑆𝑖𝑘
𝑟 𝑝𝑟(𝑎𝑖 , 𝑛𝑖)

𝑛

𝑗=1

𝑛

𝑖=1

(6) 

where, Sik is the k-th p-dimensional data vector; ni is cluster 

center i, pr is the membership of ani to the i-th cluster; n is the 

weight vector of each edge pixel. The dilation operation ⊕ is 

performed on the extracted pixels: 

a ⊕ b = { N | bi ∩ a != ϕ } (7) 

After dilation, image segmentation is performed on relevant 

and irrelevant edge pixels: 

𝐼(𝑎, 𝑏) = ∑
(𝑎𝑘𝑗 , 𝑤𝑖𝑗)

2

𝑛

𝑘=1

+ ∑ 𝑆𝑖𝑘
𝑟 𝑏𝑟(𝑎𝑖 , 𝑛𝑖) ⊕

𝑛

𝑗=1

𝑆𝑖𝑘
𝑟

(8) 

where, 𝑤𝑖𝑗  is the weight vector of cluster centers; S is the

cluster for pixels i to n based on the weights; a and b are a pixel 

and its neighoring pixel, respectively.  

Then, the erosion operation ⊝ is performed on the pixels: 
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a ⊝ b = { N | bi ∩ ai = ϕ } (9) 

Let I(x,y) = {x1,x2 ∈ Ni} be the set of estimation vectors 

for the neighbors of pixel i, where Ni is a neighbor of pixel I. 

The density and darkness of edge pixels are characterized to 

the entirety of multivariate Gaussian distribution with 

intensity Yi′ and covariance Σi′. 

𝑃(𝑌𝑖) =
1

2π−D/2
𝑒𝑥𝑝 {−

1

2
(𝑌𝑖

− 𝑌𝑖)𝑇 ∑(𝑌𝑖 − 𝑌𝑖) + 𝐼(𝑎, 𝑏)

−1

𝑖

} 

(10) 

𝑃𝑖 =
1

π𝑁𝑖
∑ β𝑌𝑖𝑖∈𝑁𝑖

* ∑𝐼𝑖+𝑎/2+𝑏
, 𝑣𝑛 ⊝ ∑𝐼𝑖+𝑎/2+𝑏

,
(11) 

where, π𝑁𝑖 is the number of elements within set 𝑁𝑖. Based on

the original image, the road intensity can be calculated as 

Y={Y=p( 𝑋𝑖 ):i=1,…,N}. 𝑌𝑖  is normalized to [0, 255], and

rounded to the nearest integer. 

After the original image is segmented, a few classes are 

acquired which speak to urban and nonurban objects. Then, 

the objects of road identification are selected, and subjected to 

a dull and equivalent number of morphological operators. The 

most important operators are responsible for disintegration 

and extension. The features for road identification can be 

expressed as: 

The peak signal to noise ratio (PSNR) can be calculated to 

identify the mean squared error (MSE): 

𝜇𝑛 = 𝑚𝑎𝑥(
𝜎(𝑁𝑇𝑛

𝑙 )

𝜎(𝐼𝑙)
,

𝜎(𝐼𝑙)

𝜎(𝑁𝑇𝑛
𝑙 )

) + ∑ 𝑆𝑖𝑘
𝑟 𝑝𝑟(𝑎𝑖 , 𝑛𝑖)

𝑛

𝑗=1
(12) 

The Peak Signal to Noise Ratio is calculated for identifying 

Mean Square Error (MSE) that is calculated as: 

𝑀𝑆𝐸 =
∑ p𝑥

𝑎=1 ∑ q
𝑦
𝑏=1 (T(𝑎, 𝑏) − 𝐺(𝑎, 𝑏))

2

𝑥 ∗ 𝑦
(13) 

4. RESULTS

The proposed strategy was compared with traditional 

methods on images from URL 

https://www.cs.toronto.edu/~vmnih/data/mass_roads/train/sat

/index.html. The comparison shows that our strategy could 

detect road accurately from the images in a shorter time than 

the traditional approaches. Table 1 lists the parameters for road 

identification. 

The road images from the URL were enhanced to improve 

the quality of road identification. The process of image 

enhancement is depicted in Figure 2. 

Table 2 compares the accuracy of road identification 

between our method and existing models. 

Despite the image processing, there were still some 

openings and noises in the roads, because it is almost 

impossible to differentiate the relevant segments from small 

ground artifacts, such as buildings and vehicles. To further 

improve the precision of road identification, the images were 

further treated through morphological operations like opening, 

closing, extension, and disintegration. Through these 

operations, salient objects, i.e., the roads could be recognized 

by their type. Figure 3 shows how to extract the features for 

road recognition. Figure 4 illustrates the road identification 

from the images.  

The road detection time from the image in the proposed 

method is compared with traditional manual digitization 

method and the time levels are depicted in Figure 5. 

The Accuracy levels of the proposed method and traditional 

methods are depicted in Figure 6. The results show that the 

proposed method accurately identifies the roads from the input 

image dataset. 

Table 1. Parameters for road identification 

Completeness Correctness Sensitivity Specificity Accuracy 

94.26 97.85 94.75 93.28 92.38 

Figure 2. Image enhancement 

Table 2. Comparison of accuracy 

Model Features Accuracy 

SVM Intensity, length 63.5 

ANN Intensity, edge, spectrum 73 

Mean shift Histogram of the image 81 

Proposed 

ESMIRMO 

Intensity, edge gradient, length, 

width, Mean intensity value, 

texture 

96 

Figure 3. Road feature extraction 
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Figure 4. Road identification process from image 

Figure 5. Time levels in road identification 

Figure 6. Accuracy level 

5. CONCLUSIONS

If the color information is available, it can provide valuable 

information to detect objects. We gain from color knowledge 

in terms of chromaticity values in the proposed process. Color 

is not mentioned anywhere in the main text. Probably, we 

could remove this part to the “directions of future research” at 

the end of Conclusions. 

Remote sensing is a cost-effective approach to understand 

the situation of bridges, roads, and other land transport 

facilities, and learn about the actual transport conditions. 

Because of complexity and resolution problems, the earlier 

methods cannot successfully detect roads in complex aerial 

images. To solve the problem, this paper proposes an 

automatic and rapid method for road detection in satellite 

images, and demonstrates the usefulness of our method in 

practice. In our strategy, edge segmentation is cleverly 

integrated with morphological operations to improve the 

original images, and enable accurate identification of roads. 

Experimental results show that our strategy can achieve 92% 

precision in road identification. In future, more features, e.g., 

color and fewer edge detection attributes will be considered to 

further improve the precision of our strategy. 
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