FAFNet: A False Alarm Filter Algorithm for License Plate Detection Based on Deep Neural Network
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ABSTRACT

The license plate detection technology has been widely applied in our daily life, but it encounters many challenges when performing license plate detection tasks in special scenarios. In this paper, a license plate detection algorithm is proposed for the problem of license plate detection, and an efficient false alarm filter algorithm, namely the FAFNet (False-Alarm Filter Network) is proposed for solving the problem of false alarms in license plate location scenarios in China. At first, this paper adopted the YOLOv5 target detection algorithm to detect license plates, and used the FAFNet to re-identify the images to avoid false detection. FAFNet is a lightweight convolutional neural network (CNN) that can solve the false alarm problem of real-time license plate recognition on embedded devices, and its performance is good. Next, this paper proposed a model generalization method for the purpose of making the proposed FAFNet be applicable to the license plate false alarm scenarios in other countries without the need to re-train the model. Then, this paper built a large-scale false alarm filter dataset, all samples in the dataset came from the industries and contained a variety of complex real-life scenarios. At last, experiments were conducted and the results showed that, the proposed FAFNet can achieve high-accuracy false alarm filtering and can run in real-time on embedded devices.

1. INTRODUCTION

As China's car ownership has increased dramatically in recent years, license plate recognition is playing an increasingly important role in our lives. Now, it is widely used in all aspects such as traffic management, digital security monitoring, vehicle identification, and urban parking management, etc. During license plate recognition, the first task is to locate and detect the license plate, and the recognition is the second job. Therefore, the results of license plate location [1-4] will directly affect the subsequent recognition works, so it is an important part in the task of license plate recognition.

Existing target detection algorithms are mainly divided into two categories: traditional detection algorithms and the detection algorithms based on deep learning. The traditional detection algorithms generally use a sliding window to search for objects of interest in images or videos, extract the features of the areas of interest, and then use the traditional machine learning algorithms to classify the features, thereby completing the target detection jobs. However, traditional target detection algorithms only have low accuracy and low robustness for detection tasks in complex scenarios.

The detection algorithms based on deep learning is developing in two main directions: two-stage algorithms such as the R-CNN series, and one-stage algorithms such as YOLO [5], and SSD [6]. The main difference between the two is that the two-stage algorithms need to generate a proposal (a preselection box that may contain the objects to be inspected) at first, and then perform fine-granularity object detection; while the single-stage algorithms directly extract features from the network to predict the class and location of the objects. Compared with the traditional target detection algorithms, detection algorithms based on deep learning can adapt well to different detection scenarios, and can perform target detection in the environment of GPUs and other devices in real time, and among the deep learning detection algorithms, YOLOv5 is the one with the highest detection efficiency and accuracy.

Although the existing deep learning-based target detection algorithms are quite mature already, still they are facing many challenges in license plate location tasks, and one of the challenges is the false alarm problem. A false alarm is that, during license plate recognition, an area that is not a license plate has been recognized as a license plate, and this can bring great inconvenience to urban parking management. The main reason of false alarms is the complex background texture of the non-license plate area and the similarity between the characters in various scenes and the features of the license plate area. Figure 1 shows some false alarm scenarios. The false-alarmed “license plates” are marked by yellow boxes.

Aiming at the above-mentioned false alarm problem, this paper proposed the FAFNet algorithm. Although the real license plate area and the false license plate area have similar features, the area around real license plates and the area around false license plates have different features: the area around real license plates is mainly characterized by the front of the car, while the area around false license plates has other non-car front features; then, by utilizing this difference in features, we can realize the classification of real and false license plates. This paper used FAFNet to classify real and false license plate...
images and obtained satisfactory results. In our research, a reasonable area was captured according to the license plate coordinates and related capture parameters obtained from license plate recognition, then, the image of this area was input into the FAFNet for false alarm judgment. Figure 2 gives a diagram of the false alarm filter process of license plate recognition.

The realization of FAFNet is based on deep CNN, and it could perform end-to-end training. Research in recent years shows that, although CNN has made great progress in computer vision tasks such as image classification and object detection, still, it faces the challenge of running on embedded devices. FAFNet is a very efficient lightweight neural network, it only needs 0.024GFLOps to complete a forward propagation operation, and it can be deployed on embedded devices to achieve real-time false alarm filter.

![Figure 1. Examples of false-alarmed “license plates”](image)

**Figure 1.** Examples of false-alarmed “license plates”

![Figure 2. The process of false alarm filter of license plate recognition](image)

**Figure 2.** The process of false alarm filter of license plate recognition

The main contributions of this paper are summarized as follows:

1. Aiming at the problem of false alarms in license plate recognition, this paper proposed a high-precision and real-time false alarm filter method;
2. Aiming at the different sizes of license plates in different countries, this paper proposed a model generalization method to solve the non-universality problem of existing false alarm filter models;
3. This paper built a large-scale sample dataset, the data samples contained in this dataset come from industries, and they covered various scenarios such as blurred images, poor lighting situations, cases under the influence of physical factors, and various weather conditions.

The rest of this paper is organized as follows: the second chapter elaborates on some work details of this research, including the cropping rule of input images, and the design of the model structure; the third chapter introduces the dataset and some details about the training, it also performs a series of experiments to demonstrate the powerful performance of FAFNet; the fourth chapter discusses solutions to the model generalization problem; the fifth chapter gives the conclusion of this study.

### 2. METHODOLOGY

This chapter introduces the content of three parts: the first part gives a brief introduction to the license plate detection algorithm adopted in this paper, the YOLOv5 network; the second part describes the cropping rule of the generated FAFNet input images and determines the parameters for image cropping; the third part gives design details of the FAFNet.

#### 2.1 License plate detection algorithm

At first, this paper detected and located the license plate in the image. The YOLO target detection algorithm is one of the most advanced target detection networks at present, and YOLOv5 is a single-stage target detection algorithm. YOLOv5 adds some new improvements based on YOLOv4 [7], and its performance in both speed and accuracy have been greatly improved, therefore, this paper chose to use the YOLOv5 target detection algorithm to detect images.

#### 2.2 Cropping rule

As mentioned above, the input images of FAFNet were obtained by cropping the original images based on the license plate coordinates and cropping parameters obtained from license plate detection. Moreover, in this paper, the car front features of real license plates were utilized to distinguish the real and false license plates, so the rule for cropping the input images according to the license plate coordinates is: for frontal vehicle images, the image cropped according to the license plate coordinates must be a complete car front image.

In this paper, assuming: \( m \) represents the ratio of width of the cropped image to the width of the license plate; \( n \) represents the ratio of the height of the cropped image to the height of the license plate; the center point of the cropped image is set to be the center point of the upper boundary of the license plate, so that more useful information about the car front could be obtained in the vertical direction, the calculation formulas are:

\[
\begin{align*}
    w_{\text{crop}} &= m \times w_{\text{lp}} \\
    h_{\text{crop}} &= n \times h_{\text{lp}} \\
    \text{center}_x_{\text{crop}} &= \text{center}_x_{\text{lp}} \\
    \text{center}_y_{\text{crop}} &= \text{center}_y_{\text{lp}} - h_{\text{lp}}/2
\end{align*}
\]

where, \( \text{crop} \) represents the cropped image; \( \text{lp} \) represents the license plate; \( w, h, \text{center}_x, \text{and center}_y \) respectively represent the width, height, and coordinates of the center.

According to the cropping rule and a lot of empirical tests, \( m=3 \) and \( n=8 \) are the most suitable cropping parameters for Chinese license plates. Figure 3 gives examples of partial image cropping. In Figure 3(a), the blue boxes represent the license plate coordinate position returned by the license plate recognition algorithm. In Figure 3(b), the green boxes represent the cropped area, and Figure 3(c) are the input images of FAFNet.

#### 2.3 Design of FAFNet

With the development of deep neural networks, many classic classification networks have been proposed, such as the
earlier ones LeNet [8] and Alexnet [9], and the later ones, the more powerful VGGNet [10], GoogLeNet [11, 12], and ResNet [13], etc. Although these powerful networks can get good results on classification tasks, in terms of model size and recognition speed, they cannot meet the requirement for using them on embedded devices. Therefore, this paper made use of the existing network construction skills to design a new lightweight classification network.

![Figure 3. Examples of images cropped according to the cropping rule](image)

The network architecture proposed in this paper was inspired by the DenseNet [14] image classification model. Compared with the above-mentioned traditional networks, DenseNet has fewer parameters, smaller model size, and faster calculation speed, it can meet the requirements of constructing a lightweight network. Moreover, its unique dense structure deepens the depth of the network, and at the same time enables the model to have the effects of implicit supervision and regularization, which can ensure the high accuracy of the model.

**Dense block.** Dense block is the main component of the proposed network, it is consisted of a series of dense cells. In this paper, the dense cells were defined as [1×1 conv, 3×3 conv], wherein s×s conv is a composite function (s is the size of the convolution kernel), which contains three parts: s×s convolution, batch normalization (BN) [15], and the leaky rectified linear unit (Leaky ReLU). In the network, 1×1 conv is taken as the bottleneck layer, its position is before 3×3 conv. Szegedy et al. pointed out that the bottleneck layer can reduce the number of input feature images, thereby improving the calculation efficiency [12, 13]. The specific structures of "conv", dense block, and dense cell are shown in Figure 4. In dense blocks, the 1×1 convolution generates λk (λ>1) feature images, and the 3×3 convolution outputs k feature images. If a dense block contains m dense cells, then it will generate mk feature images.

**Transition layer.** The transition layer is an important part of FAFNet. Its main function is to connect the dense blocks in the network, and to merge and downsample the features of the dense blocks. The transition layer includes a 1×1 conv layer and a 2×2 maximum pooling layer. The main function of 1×1 conv is to merge the concatenation features in the dense blocks, and at the same time increase the depth of the network, the number of its output images is the same as the output of the dense blocks; and the 2×2 maximum pooling layer is used for feature downsampling.

![Figure 4. Specific structures of "conv", dense block, and dense cell](image)

**Implementation details.** In this paper, the FAFNet has 4 dense blocks and 3 transition layers. Its input image size is 112×112×3. Before the first dense block, this paper designed a conv layer to process the input images, the conv layer has a convolution kernel with a size of 3×3, and its output has 8 channels. As for the 3×3 convolutional layer, its step was set to 1, and each side of the input was filled with 0 by a pixel to keep the size of the feature image unchanged. In this paper, a transition layer was set between two adjacent dense blocks, and the number of output channels was doubled after each transition layer. The number of dense cells in each dense block is {1, 2, 4, 4}. For each dense cell, it’s set k=8 and λ=2 in this paper. After the last dense block, this paper designed a 1×1 convolutional layer and a linear activation layer, the number of output channels is equal to the number of classification labels; then the global average pooling layer was applied, and the softmax classifier was adopted for classification. The overall structure of FAFNet is shown in Table 1.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Output size</th>
<th>FAFNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolution</td>
<td>112×112×8</td>
<td>3×3 conv, stride = 1</td>
</tr>
<tr>
<td>Pooling</td>
<td>56×56×8</td>
<td>2×2 max, stride = 2</td>
</tr>
<tr>
<td>Dense Block 1</td>
<td>56×56×16</td>
<td>[1×1 conv, stride = 1]</td>
</tr>
<tr>
<td>Transition Layer 1</td>
<td>28×28×16</td>
<td>1×1 conv, stride = 1</td>
</tr>
<tr>
<td>Dense Block 2</td>
<td>28×28×32</td>
<td>[1×1 conv, stride = 2]</td>
</tr>
<tr>
<td>Transition Layer 2</td>
<td>28×28×32</td>
<td>1×1 conv, stride = 1</td>
</tr>
<tr>
<td>Dense Block 3</td>
<td>14×14×64</td>
<td>[1×1 conv, stride = 2]</td>
</tr>
<tr>
<td>Transition Layer 3</td>
<td>14×14×64</td>
<td>1×1 conv, stride = 1</td>
</tr>
<tr>
<td>Dense Block 4</td>
<td>7×7×96</td>
<td>[1×1 conv, stride = 4]</td>
</tr>
<tr>
<td>Convolution</td>
<td>7×7×2</td>
<td>1×1 conv, stride = 1</td>
</tr>
<tr>
<td>Classification</td>
<td>1×1×2</td>
<td>7×7 global average, SoftMax</td>
</tr>
</tbody>
</table>

### 3. EXPERIMENTS AND RESULTS

This chapter first introduces the training of YOLOv5 and the test results, and gives the training data and training details of FAFNet; then, it compares FAFNet with the classic classification networks LeNet and AlexNet, and demonstrates the powerful performance of FAFNet in accuracy and speed on the dataset; At last, it discusses the influence of license plate, car front color, and edge binary image on the FAFNet model, and explores the main features extracted by the FAFNet model and the robustness of the model.
The experimental environment of this study was: Ubuntu 16.04 system, CPU Intel(R) Xeon(R) CPU E5-2603 v4 @ 1.70GHz, GPU NVIDIA GTX 1080Ti, and at the same time, the running speed of different models was tested on the embedded device HISI3516 AV200.

### 3.1 Training of YOLOv5 and the test results

In this paper, the YOLOv5 target detection algorithm was adopted for license plate detection. The training dataset of the algorithm came from related security departments. This paper selected 128 images with license plates in different scenarios and manually labelled them. During the training, the fine-tuning method was applied in data training based on the YOLOv5 model, and Figure 5 gives the process training curves, the accuracy, and the recall rate. As can be seen from the figures, in the training process, the curves of loss decline steadily, while the curves of accuracy and recall rate grow steadily, indicating that the YOLOv5 model can well learn the features of the license plate images, and in different IoU thresholds (from 0.5 to 0.95, step length was 0.05), the average mAP reached 0.85.

![Figure 5. Curves of loss, accuracy, and recall rate of the training process of YOLOv5](image)

### 3.2 Dataset and preprocessing

All data in the dataset built in this paper came from images collected by different security and surveillance cameras. The positive samples included the license plate recognition scenarios of different vehicle models during the day and night, and some special scenarios such as high noise, poor lighting, as well as rain and fog weathers, etc. The negative samples consisted of three parts. The first part is natural scenes without vehicles, such as green belts, road speed bumps, and road railings; the second part is the false alarm data collected by cameras, such as the characters on the car body, and texts in other natural scenes; the third part is some natural scene text images in the COCO-Text dataset [16]. In order to further expand the data volume of negative samples and increase the diversity of data, this paper carried out sample augmentation on negative samples, and the main operations included random rotation, size scaling, and random cropping.

The current dataset has a total of 215,675 images, of which 117,255 are positive samples and 98,420 are negative samples. The size of all images had been adjusted to 112×112 when being input into the network.

### 3.3 Training details of FAFNet

This paper selected 90% of the dataset as the training set and 10% as the test set. In the training process, stochastic gradient descent (SGD) was employed to train the FAFNet model, the batch size of the training was set to 128, the initial learning rate was set to $10^{-3}$, and the gradient weight (momentum) [17] of last time was set to 0.9; referring to [18], the weight decay term was set to $5 \times 10^{-4}$, the maximum number of training iterations was 105w, and the learning rate was multiplied by 0.1 at the 20w-th and the 60w-th iterations. Moreover, all training experiments in this research were completed in the Darknet framework [5].

### 3.4 Comparison of the results of FAFNet, LeNet, and AlexNet

To demonstrate the performance of the proposed algorithm and feasibility of deploying it on embedded devices, this paper selected the classic classification networks LeNet [8] and AlexNet [9] for comparison, and their experimental results on the dataset were compared, as shown in Table 2.

It can be seen from Table 2 that the FAFNet has a powerful performance. In terms of model size, the model size of FAFNet is only 0.11MB, which is 542 times and 1036 times smaller than the model size of LeNet and AlexNet respectively. In terms of recognition rate, FAFNet is slightly higher than AlexNet, and it is 0.14% higher than LeNet, which indicates that FAFNet has effectively avoided network parameter redundancy and greatly improved parameter utilization. In terms of floating-point operation operand, the operation operand it took for the FAFNet to complete one-time forward propagation is only 0.024GFlops, which is far lower than
LeNet and AlexNet. In terms of recognition speed, this paper compared the recognition speed of FAFNet on GPU, CPU and HISI; according to the table, on GPU, LeNet has a faster recognition speed due to its simple network structure, while the recognition speeds of AlexNet and FAFNet are alike; but on CPU and HISI, apparently the recognition speed of FAFNet is much faster than that of LeNet and AlexNet, and it can realize real-time false alarm processing on HISI. The model size of FAFNet is very small, which can effectively reduce the memory occupation of the embedded devices; at the same time, its recognition speed can meet the real-time requirements of running on embedded devices, therefore, the FAFNet model is very suitable for embedded devices.

<table>
<thead>
<tr>
<th>Network</th>
<th>Model size (MB)</th>
<th>Recognition rate (%)</th>
<th>Floating-point operation operand (GFlops)</th>
<th>Recognition speed (ms/per image)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LeNet</td>
<td>59.7</td>
<td>99.75</td>
<td>0.16</td>
<td>1.5</td>
</tr>
<tr>
<td>AlexNet</td>
<td>114</td>
<td>99.98</td>
<td>0.479</td>
<td>2.2</td>
</tr>
<tr>
<td>FAFNet</td>
<td>0.11</td>
<td>99.99</td>
<td>0.024</td>
<td>2.7</td>
</tr>
</tbody>
</table>

### 3.5 The influence of license plate area, car front color, and edge binary image on the model

This paper designed three experiments to explore the influence of license plate area, car front color, and edge binary image on the model, and to further verify the robustness of the FAFNet model, as well as the features of positive samples extracted by the model. The training data of the experiments were a subset of the industrial dataset mentioned in Section 3.1. The corresponding filled image, grey image, and edge binary image are shown in Figure 6, and the experimental results are shown in Table 3.

![Figure 6](image)

**Figure 6.** The input image of FAFNet and its corresponding filled image, grey image, and binary image

<table>
<thead>
<tr>
<th>Training image</th>
<th>Recognition rate (%)</th>
<th>Floating-point operation operand (GFlops)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original color image</td>
<td>99.98</td>
<td>0.024</td>
</tr>
<tr>
<td>Filled image</td>
<td>99.97</td>
<td>0.024</td>
</tr>
<tr>
<td>Grey image</td>
<td>99.98</td>
<td>0.021</td>
</tr>
<tr>
<td>Edge binary image</td>
<td>99.94</td>
<td>0.021</td>
</tr>
</tbody>
</table>

**License plate area.** According to above analysis, the input images of the network were obtained based on the license plate coordinates and cropping parameters. The input images contained the information of the license plate area. Therefore, it’s necessary to consider whether the information of the license plate area is also one of the main features extracted by the FAFNet model. If the license plate area information has a direct influence on the FAFNet model, then due to the diversity of license plates, the FAFNet model can hardly be applied to real scene scenarios.

When acquiring the input images, this study filled the license plate information with pixel 0, the license plate area information was completely shielded, and then the images were input into the network for training. By comparing the training results of unfilled and filled images of license plates, the influence of the features of license plate area on FAFNet could be analyzed. According to the experimental results shown in Table 3, the recognition rate after filling the license plate images is not much different from the recognition rate before image filling, therefore, what the FAFNet extracts is the information of the car front, and the license plate area basically has no influence on the model.

**Car front color.** According to above results, FAFNet mainly extracts the car front information. In reality, vehicles are of diverse and complex colors, so the diversity of car front colors is a big challenge to the generalization ability of the false alarm filter model. In order to verify the influence of car front color information on the model, this paper converted the color input images into the grayscale images to mask the car front color information. It can be seen from the experimental data that the model maintained a strong false alarm filter ability after the color information of car front had been shielded, indicating that the model is very robust to the color information of car front.

**Edge binary image.** In order to further verify the main features extracted by the FAFNet model, this paper converted the network input images into edge binary images, and only edge information of the images had been retained. First, the input images were subjected to mean filtering, then the edge binary images were attained by the Canny edge detection algorithm [19] and the Otsu threshold method (Ostu) [20]. After that, the edge binary images were taken as training data and input into the network for training, and the results are given in Table 3. As can be seen from the results, the effect of...
false alarm filter of the model based on edge binary image is not much different from that of the model based on color image, therefore, it can be concluded that what is mainly extracted by the FAFNet model is the edge contour features of the car front.

Based on above three experiments, we can know that the license plate area information and car front color information have little influence on the model. As for the model based on edge binary image, if the edge detection and binarization algorithm could be further optimized, then the model should have a better effect than the model based on color image. At the same time, the traffic data of real scene scenarios adopted in this paper had covered complex situations, which can further prove that the proposed algorithm is highly robust.

4. MODEL GENERALIZATION

In this paper, the FAFNet model had obtained excellent results in the false alarm filter task for Chinese license plates. However, we wish that the FAFNet could be used to solve the problem of false alarm filter of the license plates of other countries. To this end, this paper proposed two solutions: one is to collect positive and negative sample data and train the false alarm filter model for the false alarm filter tasks of different countries; the other is to use some preprocessing methods to make the false alarm filter model designed for Chinese license plates be applicable for the situations of other countries. This paper chose the second solution to solve the model generalization problem.

When the Chinese license plate false alarm filter model was applied to the false alarm filter tasks of other countries, the obtained effect was quite unsatisfactory. After analysis, it is found that the main reason is the different sizes of license plates in different countries. When the input images were cropped according to the cropping rule mentioned in Section 2.1, the cropped images could not be well applied to the current FAFNet model. Therefore, the key to solving model generalization problem is how to crop proper input images suitable for the FAFNet model according to the coordinates of the license plates of other countries.

After counting the identified license plate coordinates of other countries (special license plates hadn’t been taken into consideration, such as the double-layer license plate), it is found that the height of the license plates is almost the same. Therefore, for the license plates of other countries, this paper considered calculating an area similar to the size of Chinese license plates based on the actual license plate coordinates, and then cropped the input images based on this area, and this area is called the “virtual license plate”.

According to the coordinates of the identified foreign license plates, this paper set its height as \( h_v \), width as \( c \), and the aspect ratio as \( \text{ratio}_a \), then, the height of the virtual license plate \( h_v \) could be calculated:

\[
h_v = \begin{cases} 
  h_a & \text{if ratio}_a > 1.5 \\
  0 \times h_a & \text{if ratio}_a \leq 1.5 
\end{cases}
\]  

(5)

where, it’s defined that, when \( \text{ratio}_a > 1.5 \), the license plate is a single-layer license plate, at this time, the height of the virtual license plate is equal to the height of a real license plate; when \( \text{ratio}_a \leq 1.5 \), the license plate is a double-layer license plate, and the height of the virtual license plate is 0 times (0<1) the height of a real license plate. After statistics and tests, this paper set \( 0 = 0.6 \).

The width of the virtual license plate \( w_v \) is:

\[
w_v = \text{ratio}_\text{base} \times h_v
\]  

(6)

where, \text{ratio}_\text{base} is the statistical value of the aspect ratio of Chinese license plates, and \text{ratio}_\text{base} = 4.

According to Formulas 5 and 6, the coordinates of the virtual license plate could be calculated, then, according to the cropping rule proposed, proper images could be cropped and input into the false alarm filter model.

This paper realized the generalization of the false alarm filter model based on the second solution, compared with the first solution, it has the following two advantages:

1. It reduced the cost of training, since it doesn’t need to collect the data of license plates of other countries;
2. It reduced the cost of data collection, since it doesn’t need to collect the data of license plates of each country.

Therefore, it is only necessary to train the false alarm filter model of one country, and then through the method of virtual license plate, it can be applied to other countries.

5. CONCLUSION

Aiming at the possible detection errors of the current license plate location technology when carrying out the license plate recognition tasks, this paper proposed a powerful license plate recognition false alarm filter algorithm: the FAFNet, a lightweight neural network built on deep CNN and is capable of end-to-end training. In this paper, at first, the design details of the FAFNet were given, the unique network structure of FAFNet not only greatly reduced the number of parameters, increased the calculation speed, but also deepened the network depth, thereby the model could reach a high accuracy. Then, aiming at the generalization problem of the false alarm filter model, this paper also proposed a virtual license plate method which makes the proposed model be applicable to other countries, while avoiding repeated data collection and model training. At last, through experiments on industrial dataset, the FAFNet's excellent false alarm filtering performance and recognition speed on different hardware devices (GPU, CPU, HISI) had been verified, and the results proved that FAFNet is fully applicable to embedded devices and can achieve efficient and real-time filtering function.
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