
Color Based Object Categorization Using Histograms of Oriented Hue and Saturation 

Rabah Hamdini1*, Nacira Diffellah2, Abderrahmane Namane3 

1 SET Laboratory, Department of Electronics, Faculty of Science Technology, University of Blida 1, Blida 09000, Algeria 
2 ETA Laboratory, Department of Electronics, University of Bordj Bou Arreridj, Bordj Bou Arreridj 34030, Algeria 
3 LATSI Laboratory, Department of Electronics, Faculty of Science Technology, University of Blida, Blida 09000, Algeria 

Corresponding Author Email: HAMDINIRabah@univ-blida.dz

https://doi.org/10.18280/ts.380504 ABSTRACT 

Received: 7 April 2021 

Accepted: 8 October 2021 

In the last few years, there has been a lot of interest in making smart components, e.g. robots, 

able to simulate human capacity of object recognition and categorization. In this paper, we 

propose a new revolutionary approach for object categorization based on combining the 

HOG (Histograms of Oriented Gradients) descriptors with our two new descriptors, HOH 

(Histograms of Oriented Hue) and HOS (Histograms of Oriented Saturation), designed it in 

the HSL (Hue, Saturation and Luminance) color space and inspired by this famous HOG 

descriptor. By using the chrominance components, we have succeeded in making the 

proposed descriptor invariant to all lighting conditions changes. Moreover, the use of this 

oriented gradient makes our descriptor invariant to geometric condition changes including 

geometric and photometric transformation. Finally, the combination of color and gradient 

information increase the recognition rate of this descriptor and give it an exceptional 

performance compared to existing methods in the recognition of colored handmade objects 

with uniform background (98.92% for Columbia Object Image Library and 99.16% for the 

Amsterdam Library of Object Images). For the classification task, we propose the use of two 

strong and very used classifiers, SVM (Support Vector Machine) and KNN (k-nearest 

neighbors) classifiers. 
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1. INTRODUCTION

In computer vision, we have to differentiate two words, 

categories of objects (associated with shapes) and instances of 

objects (associated with things). Bicycles and computers are 

examples of categories of objects. While the red bicycle and a 

Toshiba A-610 computer are instances of objects. Two tasks 

are associated with object recognition, the first task is object 

detection, i.e., we aim to detect a class of objects e.g. detecting 

the class of bicycle (similar bicycles), the second is the 

categorization of objects, i.e. we aim to differentiate instances 

of objects of the same class i.e. differentiate two bicycles 

similar, the first is red and the other blue, the last is the 

segmentation of objects. 

For humans, seeing is an innate task and we often do not 

measure the difficulty in artificially obtaining the same 

performance. While in computer vision, and despite advances, 

the systems developed are far from equaling the performance 

of the human eye and brain. One of the best ways to give smart 

components this categorization ability is to use histograms. 

The colors of objects and their visual appearances have been 

the subject of great interest and receive special attention in 

various industrial and commercial activities. There are many 

methods that use color signatures for the recognition and 

categorization of objects. Among these, we can cite the 

methods based on the modeling of histograms [1, 2], on the 

correlation of wavelets [3], on the co-occurrence matrices [4, 

5], on the color moments [6-8] and many others (Markov fields 

[9], color coherence vectors [10], color correlogram [11]). 

The histograms (or distributions) are a diagram made up of 

rectangles whose area is proportional to the frequency of a 

variable and whose width is equal to the class interval. These 

distributions are very varied in image processing: color 

histograms, spatial histograms and combined histograms. The 

first histogram to be developed is the HOI (Histogram of 

Intensity). It is part of the color histograms; it consists of 

recording the number of pixels for each intensity (in a class by 

intensity) in a specific region of the image. HOI is a translation 

and rotation invariant descriptor [12]. It is also very small 

compared to the region initially analyzed [12]. HOI then 

became more complex to adapt to the color. Developments in 

color accelerated in the 1990s. 

The histogram methods have been used a lot in relation to a 

spatial character. Among them, three major descriptors can be 

cited: the co-occurrence matrix, the Shape Context and the 

HOG. The co-occurrence matrix was proposed in 1973 to 

analyze textures. This method was most widely used in the 

thirty years following its publication [13]. Although this 

method is used much less in the context of colored objects, this 

type of method nevertheless remains interesting for the 

description. A co-occurrence matrix is a form of 2D histogram. 

First, a displacement vector (orientation and spatial distance) 

is defined. The co-occurrence matrix then records the number 

of pairs of pixels as a function of the difference in their 

intensity and according to the given displacement vector. The 

moments on this matrix are then calculated. It should be noted 

that these measures could lead to classifying this descriptor in 

the category of statistical descriptors based on moments. The 

shape context descriptor is also based on a spatial count. 

However, it has two differences with the co-occurrence matrix. 

Traitement du Signal 
Vol. 38, No. 5, October, 2021, pp. 1293-1307 

Journal homepage: http://iieta.org/journals/ts 

1293

https://crossmark.crossref.org/dialog/?doi=10.18280/ts.380504&domain=pdf


 

First of all, the counting is no longer done according to the 

intensities but according to the directions and the radius 

(according to a diagram in polar coordinates). Indeed, the form 

context consists in creating classes, or bins, in a circular format. 

Then, the counted value is the amount of outline type pixels in 

each area of the histogram. For each class, the number of 

points forming part of a contour is counted. This describes the 

local form of an object. 

HOG was first proposed in 2004 by Lowe [14] in the SIFT 

(Scale Invariant Feature Transform) image association 

algorithm as a descriptor. This method was then used in 2005 

by Dalal [15, 16] as a descriptor for the classification of 

pedestrians. This descriptor will be presented in section 2.1. 

The MPEG-7 (Moving Picture Experts Group) standard 

[17] also offers a descriptor of this type: the Color Structure 

Descriptor (CSD). The CSD is a 1D histogram, each class of 

this histogram corresponds to a color and records the number 

of structuring elements (from a predefined set) for which the 

color is present in the structuring element (by applying it as a 

mask to the image).  

More recent descriptors combine spatial and colorimetric 

distributions. The color correlogram descriptor is a 2D 

histogram that records the number of occurrences in which two 

pixels of the same color are at a given distance. There is 

therefore a class for each color-distance pair. In this descriptor, 

the direction between the two pixels is not taken into account, 

unlike the co-occurrence matrix. 

Maggio et al. [18] proposed an appearance model based on 

the combination of the weighted color histogram and the 

gradient orientation histogram. A target object is 

approximated by an ellipse. For the color histogram, an 

elliptical kernel is applied to favor pixels near the center. Then 

the color histogram is normalized. A probability vector is thus 

obtained for each histogram. It is integrated into a monitoring 

process based on the particle filter algorithm. 

Another similar approach has been developed by Yan et al. 

[19], the authors proposed an appearance model by combining 

several characteristics, namely the color histogram, the 

movement characteristics (including the speed of movement, 

the scale of the object and the angle of displacement objects) 

and optical flow (the histogram of motion based on the 

amplitude and angle of the optical flow vector). Each 

similarity score obtained by one of these characteristics is 

weighted by a weight in order to calculate the overall 

similarity score. The weight is determined by a discriminating 

learning process. 

The target object is described using: the color histogram, the 

covariance matrices and the HOG gradient histogram [20]. 

The combination of these descriptors is done using the 

adaboost algorithm. 

All these systems aim to predict the nature of the object in 

an image from an exhaustive list of possibilities. In our last 

work [21], we proposed an object categorization model based 

only on the colors of the objects. After a while, we noticed that 

this model is less effective in an environment where there are 

a lot of objects with close or similar colors. Therefore, to 

improve the result of this model, in this article we decided to 

separate the hue and saturation values to make the model more 

able to distinguish colors. In addition, we decided to associate 

the color of the object with its shape (outlines) to improve the 

ability of this model to distinguish objects that have close or 

similar colors. In this paper, we propose a new object 

categorization algorithm designed in the HSL color space, 

which closely approximates the physiological perception of 

color by the human eye, and based on the use of ideas of cells 

and bins used in the HOG descriptor. All of this combination 

produces results that we consider revolutionary in the world of 

object recognition and categorization. 

This article is organized as follows: In section 2, we present 

some old methods of object recognition and categorization in 

order to compare their results with the results of the proposed 

methods. In section 3, we start by presenting the HSL color 

space and its performances which justify the choice of this 

color representation model, then we move on to explain the 

construction steps of the proposed descriptor. Section 4 is an 

overview of KNN and SVM. Finally, the results of the various 

experiments carried out on Columbia Object Image Library 

(COIL-100) and The Amsterdam Library of Object Images 

(ALOI) are shown in section 5. 

 

 

2. COMPARATIVE METHODS 

 

In this section, we first define, in brief, the main photometric 

and geometric changes. Then, we move on to present the 

existing methods that will be used in a comparative study in 

section 5. These methods will be cited in chronological order, 

starting with the descriptor HOG, followed by opponent 

histograms, hue histograms and we end with our last published 

work, the hue descriptor. 

While the geometric changes involve the placement of 

objects (e.g., translation, rotation, angle of view), but do not 

affect the shape of the objects nor their topology, in short, 

photometric changes content: 

—Shadows and lighting geometry changes such as shading, 

it’s the light intensity changes. 

—Scattering of a white source and object highlights under 

a white light source, its light intensity shifts. 

—The combinations of the above two conditions, the light 

intensity changes and shifts. 

—Scattering and a change in the illumination color, it’s the 

light color change. 

—Object highlights under an arbitrary light source and 

changes in the illumination, as above, it’s the light color 

change and shift. 

For additional details and derivations, we refer to the study 

[22]. 

 

2.1 HOG (Histogram of Oriented Gradient) 

 

The descriptor HOG, largely inspired by SIFT, was 

proposed by Dalal and Triggs in 2005 to respond to the 

limitations of SIFT [14] in the case of dense grids [15, 16]. The 

main idea of this descriptor is that the local structure of the 

object is characterized by calculating the distribution of the 

gradients of the local intensities or of the directions of the 

contours, without having a prior knowledge of the localization 

of the gradient or of the position of the contours of the object 

in the image. 

The image is divided into a set of adjacent regions of fixed 

size, called blocks. For each block, we calculate a local 1D 

histogram of gradient direction or contour orientation: the 

values were estimated by performing a Gaussian smoothing 

followed by the application of a simple 1D mask of derivatives 

[-1; 0; 1] at scale 0. Thus, the HOG descriptor is calculated by 

a simple concatenation of the orientation histograms of the 

block gradients with nine orientations considered. To avoid the 

side effect produced by the orientation of the blocks, a bilinear 
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interpolation was made between the neighborhoods of each 

block. In the case of color images, the gradients are calculated 

for each color channel and we just consider those which have 

the standard closest to the gradient vectors calculated at the 

pixel level. Finally, to make this descriptor robust to changes 

in illumination and contrast, L2 or L1 type normalization was 

carried out [15, 16].  

 

2.1.1 HOG normalization 

Four types of normalization are explored [15, 16]. Let v be 

the non-normalized vector containing all histograms in a given 

block, ‖𝑣‖𝑘 be its k-norm for 𝑘 = 1,2, . .. and e be some small 

constant (the exact value, hopefully, is unimportant). The 

normalization factor is then defined by: 

 

L2-norm: 

2 2

2

v
f

v e

=

+
 

(1) 

 

L1-norm: 
( )2

1

v
f

v e
=

+
 

(2) 

 

L1-root: 
( )2

1

v
f

v e
=

+
 

(3) 

 

A fourth norm L2-hys, consisting of calculating v first by 

the L2-norm, then limiting the maximum of v values to 0.2, 

and then doing a renormalizing. 

 

2.1.2 Hog limitations and proposed solutions 

Since the HOG descriptor was proposed, several 

recognition systems have used it and they have shown very 

good performance, which has rekindled interest in dense un-

quantized descriptors. HOG features are offered for the 

detection of pedestrians (humans) and later many researchers 

used them to detect other objects such as cars, dogs, cats, etc. 

In this article, and for the first time since it appeared, we aim 

to use this feature in the categorization of colorful handmade 

objects. The main problem in this type of categorization is to 

make the HOG able to distinguish objects that have the same 

shape and the same outlines, therefore the same tangent arc, 

but with different colors (Figure 1). 
 

   
(a) 135_l1c1.png                  (b) 234_l1c1.png 

 

Figure 1. Two objects from the ALOI dataset with the same 

contours and different colors 

 

To solve this difficult distinction problem, as well as the 

problems of missing invariance to photometric and geometric 

changes, we propose to add successively two other descriptors 

to the hog called HOH (Histogram of oriented hue) and HOS 

(Oriented saturation histogram). The final feature of the object 

will be the combination of these three descriptors (HOH, HOS 

and HOG). The details and advantages of this combination 

will be presented in section 3. 

 

2.2 Hue histograms 

 

In the HSV color space, hue and saturation values are given 

by: 

 

( )3
arctan

2

R G
hue

R G B

 −
=  

 + −   

(4) 

 

( )2 2 22

3
saturation R G B RG RB GB= + + − − +

 

(5) 

 

R is the red component of images in RGB color space, G is 

the green one and B represents the bleu component. 

The hue histogram [23] is a 1D histogram designed for 

regions of interest and based on the hue channel of the HSV 

color space. It is obtained by weighing the distance between 

each hue sample at the center of the region of interest, samples 

near the center receive a higher weight than those near the 

border of the region. This descriptor is invariant in rotation 

because the Gaussian has rotational symmetry. 

According to Van de Weijer and Schmid [23], this 

histogram is quantified at 36 cells. For more details on the hue 

histogram, we refer to the researches [23, 24]. 

 

2.2.1 Hue histogram limitations and proposed solutions 

The hue histograms lack the invariance to light color 

changes [25], so the categorization task will be affected by any 

change in illumination color and also by scattering. In addition, 

this histogram is designed only for regions of interest and is 

therefore not effective on a large scale. 

The proposed descriptor solves these drawbacks by using 

the HSL color space to isolate the luminance values in a 

separate channel. In addition and by using the cell method, we 

process the whole image to extract the maximum detail and 

make the descriptor stable with respect to all geometric 

changes. In addition, the color-gradient combination improves 

the ability of the descriptor to distinguish between objects and 

increases the recognition rate. 

 

2.3 Opponent histogram 

 

The opponent histogram [23, 24] is based on the three 

opponent color theory components O1, O2 and O3 given by: 

 

1
2

R G
O

−
=

 
(6) 

 

2

2

6

R G B
O

+ −
=

 
(7) 

 

3
3

R G B
O

+ +
=

 
(8) 

 

While O1 and O2 represent the color information, O3 

represent the intensity.  

Based on those three channels, the opponent histogram is a 

combination of three 1D histograms. Channel o1 and o2 have 

bins spaced equally over the range [-1/2, 1/2]. Any samples 
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outside this interval are placed in the outer bins. Bins of O3 

Channel spaced are equally over the range [0, √3]. 

This histogram is quantized to 36 bins. For more details 

about the opponent histogram, we refer to the researches [23, 

24].  

 

2.3.1 Opponent histogram limitations and proposed solutions 

According to Van de Sande et al. [25], and the greater the 

geometric changes, the opponent's histograms are not invariant 

to light intensity change (shadows and lighting geometry 

changes such as shading), light intensity shift (scattering of a 

white source and object highlights under a white light source), 

light intensity change and shift (the combinations of the above 

two conditions) and light color change (scattering and a 

change in the illumination color). Moreover, this descriptor is 

not invariant to geometric and photometric transformations. 

The proposed combination descriptor solves this lack of 

invariance by using the HSL color space, because, in this color 

space, the light intensity is isolated in the third channel and the 

chrominance components are invariant to these changes in 

light conditions. In addition, the combinations of the gradient 

with the color information improve the ability to distinguish 

the descriptor between objects and increase the recognition 

rate. 

 

2.4 Local image descriptor from even Gabor filter 

responses 

 

Based on multi-scale and multi-oriented Gabor filters, 

Zambanini and Kampel [26], present a local image descriptor 

invariant to changes in appearance induced by variations in 

lighting conditions on non-flat objects. This descriptor is based 

on a multi-oriented, multi-scale Gabor filter and constructed 

in such a way that the typical effects of variations in brightness 

and variations in lighting conditions such as changes in edge 

polarity are taken into account for insensitivity to lighting. 

 

2.4.1 Local Image descriptor limitations and proposed 

solutions 

The local Image Descriptor from Even Gabor Filter 

Responses is insensitive to complex changes in appearance 

induced by variations in lighting conditions, but this descriptor 

does not take into account changes in geometric conditions 

such as translation, rotation and change of direction. Therefore, 

any change in these geometric parameters has a remarkable 

influence on the recognition rate of this descriptor. On the 

contrary, in our proposed descriptor, this problem is solved by 

using the method of cells and bins, the latter, makes our 

descriptor insensitive to any geometric changes and greatly 

improves the recognition rate. 

 

2.5 Hue descriptor 

 

The hue descriptor presented by Hamdini et al. [21] is based 

on representing image pixels by the corresponding hues values 

within: 

 

( )3
arctan

2

R G
hue

R G B

 −
=  

 + −   

(9) 

 

After applying the Gray-Edge color consistency in the 

image, the image splits into twenty-five connected cells. For 

each cell, the first step is to calculate the hue values for all 

pixels and then vote based on the hue value in twelve boxes to 

get the characteristic of the cell. This procedure is repeated for 

all the remaining twenty-four cells. In the end, all the 

characteristics of the cells are grouped together in a single 

vector, this is the hue descriptor. 

 

2.5.1 Hue descriptor limitations and proposed solutions 

The hue descriptor is an efficient descriptor invariant to 

changes in geometric and photometric conditions. But, and 

because this descriptor is based only on the colors of the 

objects, categorization tasks using this descriptor in an 

environment where there are a lot of objects with similar 

colors will be less efficient. 

To solve this problem, in this article we provide a combined 

descriptor based on color and gradient values. Colors are 

represented in the HSL color space to isolate luminance values. 

For the gradient, we use the famous HOG descriptor. This 

combination results in remarkably better recognition rates. 

We also reduced the size of the descriptor to improve 

categorization time and also to optimize the use of memory 

space and make the proposed descriptor faster than the hue 

descriptor. 

 

 

3. THE PROPOSED METHODS: COMBINED 

DESCRIPTOR 

 

In this section, we start by presenting the HSL color space, 

which closely approximates the physiological perception of 

color by the human eye, and its performance that justifies why 

we chose to design the proposed descriptor in this color space. 

Next, we describe the construction method of the proposed 

descriptor for object recognition and categorization. 

 

3.1 HSL color space 

 

The HSL model comes from the work of painter Albert 

Munsell (1858-1918), and designed and introduced in the 

1970s by computer graphics researchers in 1979 to align more 

closely with how human vision perceives color-making 

attributes. This color model contains three components: hue, 

saturation, and luminance. While saturation and luminance are 

“conventionally” encoded in scalar form, hue is an angular 

value. These components can be interpreted as follows: 

Hue: represent the perceived color (red, yellow, green…). 

Hue is expressed by a number which is an angular position on 

the chromatic circle (starting from the top, clockwise). 

Example: red: 0; green: 120; magenta: 300. 

Saturation: measures the intensity or the purity of color, it 

is to say the percentage of pure color compared to the white. 

Saturation thus makes it possible to distinguish a bright color 

from a diluted color. Saturation is represented on the radius of 

the circle, by a percentage of purity: it is maximum on the 

circle 100% and minimal in the center (0=gray). 

The luminance: define the part of black or white in the 

desired color (clear color or sinks). 

The whole of the colors is represented inside a double cone 

(Figure 2). The luminance varies on the vertical axis of the 

double cone (axis of the gray) from the black in the bottom 

towards the white on top. The luminance is expressed by a 

percentage: from 0% (black) to 100% (white). 

Based on these general concepts, various authors have 

proposed their own HSL model. Thus, we can cite the models 

described in the work of Travis [27] or Gonzalez and Woods 
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[28] or the model introduced more recently by Serra [29]. For 

an extended panorama, the reader can refer to the researches 

[30, 31]. The great variability of the HSL models introduced 

necessarily implies different conversion formulas. We will use 

in this paper a recent model cited in the study [32]. 

 

 
 

Figure 2. HSL color space components 

 

3.1.1 Conversion RGB to HSL 

The passage from RGB to HSL color space is given by 

algorithm 1. 

 

Algorithm 1 Conversion RGB to HSL 

1. Calculation of Hue H 

 max , ,M R G B=
 

 min , ,m R G B=
 

0if M m H= → =
 

,if M m
 

, 0
G B

if M R H
M m

−
 = +

−  

, 2
B R

if M G H
M m

−
 = +

−  

, 4
R G

if M B H
M m

−
 = +

−  
60H H=   

0 360if H H H → = +
 

2. Calculation of luminance L 

2

M m
L

+
=

 
3. Calculation of saturation S 

0.5

2

0.5

2 2

if L

M m
S

L

f L

M m
S

L



−
=





−
=

−   
Remark1 M and m are intermediation variables. 

 

3.1.2 Robustness to illumination condition changes 

The HSL model provides additional information through its 

three components. It has the advantage of allowing the 

development of robust methods to changes in lighting. Indeed, 

these artefacts mainly affect the luminance component. By 

taking into account only the chrominance components (hue 

and saturation), it is thus possible to reduce the sensitivity to 

changes in illumination [33]. We also observed that hue was a 

more robust component than saturation or luminance in a 

multi-resolution setting. The hue is therefore an interesting 

invariant component with changes in lighting and multi-

resolutions of the executive. However, it should be analyzed 

with caution. Indeed, its reliability depends on the saturation 

level and the color is significant only if the saturation is high. 

Hue-based analysis methods must therefore check for pixels 

that are not achromatic [33]. 

 

3.2 HSG (Hue, Saturation, Gradient) descriptor  

 

To reach our combined HSG descriptor (Figure 3), the first 

step is to calculate the Oriented Gradient Histogram (HOG), 

after which we move to create the image cells to build the 

Oriented Hue Histogram (HOH) and the oriented saturation 

histogram (HOS). The last step is to assemble the three 

descriptors into a characterization descriptor called the HSG 

descriptor. While the HOG building steps were detailed in 

section 2.1, here we only explain the HOH and HOS building 

steps. 

 

 
 

Figure 3. HSG descriptor Building steps  

 

3.2.1 Histogram of oriented gradient 

To build our HOG, we take 9 as the number of bins and 3 

as the number of HOG windows per linked box, so our HOG 

will be a vector composed of 81 values. 

 

3.2.2 Image cells 

 

     
(a) 174_l1c1.png               (b) Image cells 

 

Figure 4. Image division result (descriptor cells) 
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Blocks (cells) and bin ideas is an efficient method to give 

the description the necessary stability in the face of variations 

in geometric conditions [34]. To this end, the first step of our 

proposed descriptor is to divide the object image into 

connected areas overlapped at 50% called cells (Figure 4). 

Ditto for the HOG, we chose the number 9 for the number of 

cells and bins. 

 

3.2.3 Histogram of oriented hue 

To construct the oriented hue histogram for cell 01, first the 

hue angle range (360 degrees) is divided into 9 parts (bins) 

each bin will represent 40 degrees: 

 

1 2 3 4 5

6 7 8 9

bin bin bin bin bin
Hue

bin bin bin bin

    
=  

      

(10) 

 

With: 

 

01 000 ,039 , 02 040 ,079 ,

03 080 ,119 , 04 120 ,159 ,

05 160 ,199 , 06 ,239 ,

07 240 ,279 , 08 280 ,319 ,

09 ,359 ,

200

320

o o o o

o o o o

o o o o

o o o o

o o

bin bin

bin bin

bin bin

bin bin

bin

   = =   

   = =   

   = =   

   = =   

 =    
 

Now the hue value of each pixel in cell 01 is calculated and 

then added to the magnitude of its corresponding bin. Towards 

the end, we get a descriptor vector of value 12, each value 

corresponds to the magnitude of a bin (M.bin). 

 

6D ,es .cri iptor

M.bin01,M.bin02,M.bin03,M.bin04,

 = M.bin05,M.bin0 M b n07,M.bin08,

M.bin09,M.bin10,M.bin11,M.bin12

 
 
 
    

(11) 

 

To get the final cell01 descriptor (D cell 01), we normalize 

this vector (Eq. (10)) with the L2 normalization (Eq. (1)). 

 

,D M c 'ell

M'.bin01,M'.bin02,M'.bin03,M'.bin04,

 = M'.bin05,M'.bin06 .b

n

 

1

01 in07,M'.bin08,

M'.bin09,M'.bi 0,M'.bin11,M'.bin12

 
 
 
    

(12) 

 

With: 

M'.bin is the normalized value of M.bin. 

By repeating this method for the other eight cells, we end 

up with nine cell characterization vectors, each vector contains 

nine values, and each value corresponds to the magnitude of a 

bin. Once we group the nine cell characterization vectors, we 

obtain the final oriented histogram of the hue (composed of 81 

values). 

 

c

, , , ,

 

D cell 01 D cell 02 D cell 03 D cell 04

D cell 05 D cell 06 D ell

l

HOH= , ,  07 D cell 08

D cell 09 D ce l 10 c

, ,

, D cell 11 D el, , l 12

 
 
 
    

(13) 

 

3.2.4 Histogram of oriented saturation 

The same steps of the oriented hue histogram are repeated, 

but this time we use the saturation values instead of the hue 

values. 

3.2.5 HSG descriptor 

Finally, and by assembling the three final vectors (HOH, 

HOS and HOG) into a single vector, we obtain the final HSG 

descriptor (Figure 3). This descriptor is a vector composed of 

243 values (81 * 3). 

 

 

4. CLASSIFICATION 

 

In this section, we present the different classification 

methods used and implemented within the framework of this 

article, the K-Nearest Neighbor (KNN) and the Support Vector 

Machine (SVM). 

 

4.1 KNN (K-Nearest Neighbor) 

 

The k-nearest neighbor algorithm is a nonparametric 

method proposed by Altman [35] used for regression and 

classification. KNN is based on a direct comparison between 

the characteristic vector of the instance to be classified and the 

vectors of the instances of the learning base. When a new input 

arrives, it is compared to the learning materials using a 

similarity measure by calculating the distances between these 

instances. In a classification problem, we will retain the most 

represented class among the k outputs associated with the k 

inputs closest to the new input x. There are several distances 

used by the KNN algorithm to compare two instances. 

Let 𝑋𝑖 = (𝑥𝑖1, 𝑥𝑖2, . . . , 𝑥𝑖𝑛) denote the characteristic vector 

of instance is, with n the number of variables and by p and q 

two instances to compare. The principal distances used by the 

KNN algorithm to compare two instances are: 

Euclidean distance: the Euclidean distance is given by: 
 

( ) ( )
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(14) 

 

Manhattan distance: the Manhattan distance is given by: 
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(15) 

 

Minkowski distance: the Minkowski distance is given by: 
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(16) 

 

Tchebychev distance: the Tchebychev distance is given by: 

 

( ) 1, maxn

P q i P qD X X x i x i== −
 

(17) 

 

4.1.1 Choice of “k” 

The value of k is one of the parameters to be determined 

when using this type of method. The value that we choose k 

will be more critical, more determining in relation to the 

performance of the classifier (Figure 5). 

There are no predefined statistical methods to find the most 

favorable value of K. However, some researchers e.g. [36, 37], 

found that k = 1 is the optimal value when performing a 

categorization task, because when k = 1, the KNN algorithm 

classifies the object to its nearest neighbor. In this article, and 

after many tests, we found that k = 1 gives the best recognition 

rate, so we decided to use this value in all our experiments. 
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Figure 5. The choice of "k" influences the decision: as you 

can verify from the image above, if we proceed with K = 3, 

then we predict that the test entry belongs to class B, and if 

we continue with K = 7, then we predict this test entry 

belongs to class A 

 

4.2 SVM (Support Vector Machine) 

 

SVM is a very popular supervised binary classification 

technique [38] which was developed in the 1990s from 

theoretical considerations of Vladimir Vapnik. It is based on 

maximizing the classifier margin, i.e., the distance between the 

decision boundaries and the closest samples. These boundaries 

are called support vectors. For a binary classification, the 

decision function of SVM is defined by: 

 

( ) ( ),i i i

i

g x y k x z b= −
 

(18) 

 

where, w is the vector orthogonal to the hyper-plane, k(xi,z) is 

the function used for training data xi and a test z. yi is the label 

of the class of xi and b is the threshold. In general, depending 

on the value of k(xi,z), there are two types of SVM: linear and 

non-linear. 

 

4.2.1 Linear SVM 

This method is considered to be the simplest classifier to 

calculate. It consists in finding a hyperplane which separates 

the two classes obtained by a linear combination of 

characteristics. Consider a learning set {(𝑧𝑖 , 𝑦𝑖)}𝑖=1
𝑛 , 𝑦𝑖 ∈ 𝑦 ∈

{1, . . . , 𝐿}, a linear SVM consists of learning linear functions 

𝐿{𝜔𝑐
𝑇𝑧|𝑐 ∈ 𝑦} , knowing that for a test set z, the value of 

𝑘(𝑥𝑖 , 𝑧) is: 

 

( ),ik x z z=
 

(19) 

 

4.2.2 Nonlinear SVMs 

This classifier shows excellent results in the task of 

categorizing images. It uses nonlinear kernels to classify data 

that is not linearly separable. The idea here is to project the 

data onto a new, very large representation space where the data 

is linearly separable. The most used nonlinear kernels (K [xi, 

z]) are kernels with Mercer properties, e.g. intersection of 

kernels [39], chi-square kernels [40], Gaussian kernels, 

polynomials, RBF. 

In the case of a multi-class classification, we generally 

apply the one-against-all strategy where a linear function L is 

computed by solving a convex optimization problem [41]: 
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In this paper experiments, we will use the polynomial 

Kernel function of Matlab 2018b with an automatic Kernel 

scale. To use the SVM source code used in this article, the 

reader may refer to [42]. 

 

 

5. RESULTS AND DISCUSSION 

 

In this section we begin by presenting the database and 

justifying the choices of these in our experiments, then we 

move on to designate the evaluation criteria. Finally comes the 

presentation and discussion of the results. 

 

5.1 Image database 

 

We tested our approach to categorize color objects using 

two publicly available datasets, the Columbia Object Image 

Library (COIL-100) [43], and The Amsterdam Library of 

Object Images (ALOI) [44]. 

 

5.1.1 Columbia object image library (COIL-100) 

This dataset contains a set of color images (128×128 pixels) 

of 100 objects with 72 different views for each object (Figure 

6) at different angles of rotation. Images were taken at 5 degree 

exposure intervals (Figure 7). This variation in angles and pose 

make the COIL-100 dataset ideal for testing invariance to 

changes in geometric conditions. In our experience, 22 images 

will be used for the training set and 50 images for the test set. 

 

 
 

Figure 6. Samples of images from the coil-100 database 

 

 
 

Figure 7. An object from the coil-100 database with different 

orientations and scale changes 
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5.1.2 The Amsterdam Library of object images (ALOI) 

This dataset contains a total of 110,250 images of 1,000 

different objects (Figure 8), in this article we use the version 

(384 x 288 pixels) of the images. In short, we can classify these 

dataset images into 3 subsets, ALOI-Viewpoint, ALOI-

illumination angle and ALOI-illumination color: 

 

 
 

Figure 8. Samples of images from Amsterdam Library of 

Object Images 

 

-ALOI-Viewpoint: in this part, the images were 

photographed in rotation. Each photo is taken after the object 

has been rotated 5 degrees, resulting in 72 photos for each 

object (Figure 9). 

 

 
 

Figure 9. Example objects from ALOI viewed under 

different angles 

 

-ALOI-illumination angle: the images were taken in 24 

different illumination directions, resulting in 24 photos for 

each object (Figure 10). 

-ALOI-illumination color: the images were taken under 12 

different illumination color temperatures, resulting in 12 

photos for each object (Figure 11). 

 

 
 

Figure 10. Example objects from ALOI viewed under 24 

different illumination directions [45] 

 

 
 

Figure 11. Example objects from ALOI-COL viewed under 

12 different illumination color temperatures 

Similar to COIL-100, the ALOI-Viewpoint dataset is 

widely used in experiments that study invariance to changes in 

geometric conditions. While the large variation in lighting 

conditions in ALOI-illumination angle and ALOI-illumination 

color makes this database optimal for testing invariance to 

changing illumination conditions. In our experiment, we 

collect the ALOI-illumination angle and ALOI-illumination 

color together in a group (ALOI-illumination), which has 36 

photos for each object. 11 images will be used for the training 

set and 25 images for the test set. For ALOI-Viewpoint, and 

even for COIL-100, 22 images will be used for the training set 

and 50 images for the test set. 

 

5.2 Evaluations criteria 

 

F-measure is the summary indicator commonly used for 25 

years to evaluate the algorithms of data classification, based 

on precision and recall. In this paper, we use a criterion similar 

to the one proposed by Ke and Sukthankar [46] and Goutte and 

Gaussier [47]. 

 

5.2.1 Precision 

The precision (P), or positive predictive value, is the 

proportion of recognized items among all the items offered. 

 

Recognized images
P

Recognized images + Unrecognized images
=

 
(21) 

 

In statistics, precision is called the positive predictive value. 

 

5.2.2 Recognition rate 

The Recognition rate can be calculated using the precision 

criterion cited in Eq. (21): 

 

( )Recognition rate % P 100= 
 (22) 

 

5.2.3 Response time 

In technology, response time is a measure of the 

performance of an interactive application. It can be defined as 

the time lag between an electronic input and the output signal. 

In our system, we define the response time as the time elapsed 

between the start of the request and the end of categorization. 

All those 3 evaluation criteria will be used to evaluate the 

performance of our proposed descriptor. 

 

5.3 Parametric tests 

 

In this part, we aim to do a test on our proposed descriptor 

parameters, including: combination organization, training 

database size and test database size. 

 

5.3.1 Test configuration 

Each test in this section contains 3 parts: test on COIL-100 

datasets, tests on AlOI-view datasets and tests on AlOI-

illumination datasets and for the 3 parts we will do one test on 

50 objects. As mentioned before, for the first and second parts 

of the test (COIL-100 and AlOI-view tests), each object is 

represented with 72 images, 22 images will be used in the 

training set and 50 images in the set of tests. 

For all the tests in this part, we use the SVM classifier and 

the KNN classifier, our first priority is to find the combination 

that gives the highest recognition rate, then if we find multiples, 

we take the combination that has the highest recognition rate 

and shortest response time. 
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5.3.2 Combination location tests 

We propose in this article the use of three descriptors: the 

famous descriptor HOG (We symbolize it in this test by G), 

the new descriptor HOH proposed (We symbolize it by H) and 

the new descriptor HOS proposed (We symbolize it by S). The 

goal of this test is to find the combination of these three 

descriptors which give the highest recognition rate. For that 

we will try in this part of the test all the possible combinations 

which are: 

—Singular descriptors (H, G and S), so each descriptor will 

be tested separately. 

—Two by two descriptors, by changing the location of the 

singular descriptors in the combination, which are: GH (this 

means that the 81 values of the descriptor G are placed first 

followed by the 81 value of the descriptor H), GS, HG, HS, 

SG and SH. 

—Three by three descriptors, changing the location of the 

singular descriptor in the combination, which are: GHS (this 

means that the 81 values of the G descriptor are placed first, 

the 81 values of the H descriptor are placed second and the 81 

values of the descriptor S are placed in the last position), GSH, 

HGS, HSG, SGH and SHG. 

Figure 12 shows the result of applying these descriptors on 

the coil-100 database, while Figure 13 and Figure 14 show the 

result of applying on the ALOI database. 

 

 
 

Figure 12. Combination location tests on COIL-100 dataset 

 

 
 

Figure 13. Combination location tests on ALOI-view dataset 

 
 

Figure 14. Combination location tests on ALOI-illumination 

dataset 

 

As shown in Figure 12, Figure 13 and Figure 14, three-by-

three combinations have the highest recognition rate. We also 

noticed that the location of the descriptor in the combinations 

has no influence on the recognition rate, because all three-by-

three combinations have the same recognition rate on the same 

data set. Same for double combinations which have the same 

component (e.g., GH and HG) also have the same recognition 

rate on the same data set. 

Because the recognition rate of the trilogy combinations is 

the same, we will use the response time of the trilogy 

descriptors to designate the best combination.  

Testing was performed using Matlab 2018b 64 bits in a 

Toshiba P50 laptop with i7-4700MQ 2.40GZH CPU, 8 GB 

RAM and dual graphics card, Intel 4400 hd and NVIDIA 

GeForce GT 745M. The time reported in Table 1 is the time 

that was consumed to complete the categorization of 2,500 

images for the COIL-100 tests and the ALOI-view test, and 

1,250 images for the ALOI-illumination. 

From the results presented in Table 1, we notice that the 

HSG combination has the lowest categorization time in 4 tests 

versus one for each of the HGS and SHG combinations. We 

therefore recommend that you use this HSG combination, and 

we will use this combination in the rest of our article. 

We also note the great speed of KNN classifiers compared 

to SVM classifiers, you will find a detailed comparison 

between these two classifiers in the rest of the article. 

 

Table 1. Categorization time of trilogy combinations 

descriptors 

 

 COIL-100 ALOI-view AlOI-ill 

SVM KNN SVM KNN SVM KNN 

GHS 1431 69 1835 398 988 197 

GSH 1449 72 1781 397 1230 196 

HGS 1437 70 1771 396 887 198 

HSG 1430 68 1841 397 885 195 

SGH 1498 69 1773 395 888 196 

SHG 1441 69 1736 393 887 198 

 

5.3.3 Training dataset size influence 

In previous tests, we found that HSG is the best combination 

of hue, saturation, and gradients. In this test, we focus on the 

influence of the training dataset on this HSG descriptor. To 

this end, we do a test on 50 objects, for each object we have 
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50 images of the test for COIL-100 and ALOI-view, and 25 

images for ALOI-illuminance. The tests are carried out by 

varying the quantity of training images for each image, we take 

1 training image for each object (therefore 50 images in the 

dataset), 3 images (therefore 150 images in the dataset), 5 

images (therefore 250 images in the dataset), dataset), 7 

images (therefore 350 images in the dataset), 9 images 

(therefore 450 images in the dataset) and finally 11 images 

(therefore 550 images in the dataset). Classification is 

performed using the KNN and SVM classifiers and the results 

are shown in Figure 15, Figure 16 and Figure 17. 

 

 
 

Figure 15. HSG Descriptor training datasets size influence 

on COIL-100 dataset 

 

The amount of data for training and test validation remains 

an open issue. However, most researchers have a good 

experience with 50% data for training and 50% for testing, but 

50% for training data requires a lot of storage resources. Figure 

15, Figure 16 and Figure 17 show that there is a positive 

correlation relationship between the size of the training data 

set and the recognition rate of HSG descriptors, it means that 

the increase in the Training dataset size can improve the 

recognition rate of the proposed descriptor. Otherwise, this 

increase may slow down the categorization task, and also 

increase the required storage and memory size. That's why we 

need to adjust the size of the training dataset to balance the 

recognition rate and the other parameters we just mentioned. 

 

 
 

Figure 16. HSG descriptor training datasets size influence on 

ALOI-view dataset 

 
 

Figure 17. HSG descriptor training datasets size influence on 

ALOI-illumination dataset 

 

To achieve this balance, we recommended using 30-35% in 

the training dataset. This 30 to 70% is located halfway between 

the cross validation of the iv and v folds. In fact, when cross-

validating, we can choose one of the LOOCV, v-fold, x-fold 

methods. Very often the V-fold gives the best results. So just 

maintaining 30% for training is a simplified version of v-fold 

[48, 49]. 

 

5.3.4 Test dataset size influence 

The aim of this test is to study the influence of the size of 

the datasets on the recognition rate of HSG descriptors. For 

this we carry out tests by varying the number of objects to be 

tested. We use 10 items, 20 items, 30 items, 40 items and 50 

items. Each object is represented with 50 tests image for 

COIL-100 and AlOI-view, while for ALOI-illumination we 

use 25 images in tests. For training data sets 22 images are 

used in the training set of COIL-100 and AlOI-view with 11 

images for ALOI-illumination. For tests with 10 objects the 

total of the test images is 500, for the tests with 20 objects the 

total of the test images is 1000, for the tests with 30 objects the 

total of the test images is 1500, for tests with 40 objects the 

total of the test images is 2000 and for the test with 50 objects 

the total of the test images is 2500. Results are shown in Figure 

18, Figure 19 and Figure 20. 

 

 
 

Figure 18. HSG descriptor test datasets size influence on 

COIL-100 
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Figure 19. HSG descriptors test datasets size influence on 

ALOI-view 

 

 
 

Figure 20. HSG descriptor test datasets size influence on 

ALOI-illumination 

 

Unlike the previous test, Figure 18, Figure 19 and Figure 20 

show that there is a negative correlation relationship between 

the size of the test data sets and the recognition rate of the HSG 

descriptors. This means that increasing the size of the data set 

may decrease the recognition rate of the proposed descriptor. 

This decrease is due to the entry of new objects that may be 

similar to objects that already exist in the datasets. This is why 

we have proposed in this article to combine the colors of the 

objects with its outlines (contours). This combination can 

make the proposed descriptor better able to distinguish similar 

objects. Despite this, in our opinion, this decrease is not 

significant when compared to the rapid increase in tested 

objects, and the results of the HGS descriptor are largely 

satisfactory when compared with other old and existing 

methods. In the rest of the article, readers can find a detailed 

comparison of the results of the proposed descriptors with the 

results of the existing categorization methods. 

 

5.4 Comparative tests 

 

In this part, we aim to make a comparative study between 

the proposed HSG descriptor and other existing methods: 

HOG descriptors, hue histograms, opponent histograms, the 

local image descriptor from even Gabor filter response 

descriptors and the hue descriptors. We first focus on the 

recognition rate of each method, and then we move on to 

comparing the response time of those methods. 

 

5.4.1 Stability test against changes in geometric conditions  

This part of the tests is performed on 50 objects from the 

COIL-100 datasets and 50 objects from ALOI-view date set. 

Each object is represented with 22 images in the training set 

and 50 images in the tests. Each image will be encoded using 

HOG descriptors (HOG) [15], opponent histograms (OPP) 

[22], hue histograms (Hue H) [21], Gabor descriptors (Gabor) 

[26], the hue descriptor (Hue D) [21] and the proposed 

combining HSG descriptor. 

For HOG settings, 9 is considered the number of boxes and 

3 is the number of windows per linked box. The opponent's 

histograms and the hue histograms quantified at 36 bins, 2 are 

the smooth flags and lambda = 1. For the hue descriptors, 25 

corresponds to the number of cells and 12 to the number of 

bins. For the proposed HSG descriptor, we use the same HOG 

parameters cited with 9 cells and 9 bins for HOH and HOS. In 

this part of the test, we focus on the methods recognition rate 

and the average time to classify an object. The latter is 

calculated by dividing the total sum of the method tests by the 

total number of images tested (2,500 images in this part of the 

test). The software and hardware environment is the same as 

above.  

 

Table 2. Test of stability against geometric conditions 

changes on COIL-100 using SVM 

 
 R.Rate [%] T.T [S] A.T[S] 

HOG [15] 84.04 988 0.39 

OPP [22] 87.28 4947 1.98 

Hui H [22] 89.28 4949 1.98 

Hui D [21] 95.12 2576 1.03 

HSG 98.44 1430 0.57 

 

Table 3. Test of stability against geometric conditions 

changes on ALOI-view using SVM 

 
 R.Rate (%) T.T (s) M.T 

HOG [15] 85.36 1175 0.47 

OPP [22] 79.40 11792 4.71 

Hui H [22] 80.12 20074 8.02 

GABOR [26] 74.36 75405 30.02 

Hui D [21] 96.20 2103 0.84 

HSG 99.16 1841 0.73 

 

Table 4. Test of stability against geometric conditions 

changes on COIL-100 using KNN 

 
 R.Rate [%] T.T [S] A.T[S] 

HOG [15] 81.76 42 0.02 

OPP [22] 87.04 309 0.12 

Hui H [22] 92.48 133 0.05 

Hui D [21] 95.68 92 0.04 

HSG 98.92 68 0.03 

 

Table 5. Test of stability against geometric conditions 

changes on ALOI-view using KNN 

 
 R.Rate (%) T.T (s) M.T 

HOG [15] 85.08 266 0.11 

OPP [22] 84.96 99 0.04 

Hui H [22] 84.96 105 0.04 

GABOR [26] 86.76 970 0.38 

Hui D [21] 96.96 399 0.16 

HSG 98.56 397 0.16 
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The classifiers are trained to use all but one of the images. 

The image used in the training set is not used in the test. Tables 

2 and 3 show the recognition rate percentage (R.rate [%]), the 

total test time per second (TT [S]) and the average time per 

second (AT [S]) using the classifiers SVM. While Table 4 and 

Table 5 show the same results using KNN classifiers. 

From the results presented in the last four tables, the 

proposed HSG has the best recognition rate in all experiments, 

98.44% on COIL-100 using SVM, 99.16% on ALOI-view 

using SVM, 98.92% on COIL-100 using KNN and 98.56% on 

ALOI-view using KNN. 

The superiority of colors in the task of recognizing and 

categorizing objects was confirmed by these tests. We see that 

in all the tests, the results of the descriptor using colors (hue 

histogram [22], opponent histograms [22] and the hue 

descriptor [21]) are better than the other descriptors.  

The effectiveness of the cell-and-pan method against 

changing geometric conditions was also confirmed by these 

tests. It is easy to notice that the hue descriptor and the HSG 

descriptor have a higher recognition rate than the other method 

in all the tests. While in the HOG results, this cell and bin 

method was not sufficient to obtain good results, due to the use 

of the gradient which was not sufficient to allow the descriptor 

to have a good distinction between objects (for example, 

Figure 1). 

From the results of the COIL-100 tests (Table 2 and Table 

4), it can be seen that the gradient-color combination proposed 

in the HSG descriptors, improved the HOG recognition rate by 

14% in SVM classifiers tests and 17% in KNN classifiers tests. 

But the response time increased from 0.39 seconds to 0.57 

seconds in SVM classifier tests, and from 0.02 seconds to 0.03 

seconds in KNN classifier tests. This increase in response time 

is due to the fact that the calculation of the HOG descriptor is 

part of the calculation of the HSG descriptor, so it is normal.  

Same thing in the results of the ALOI-view tests (Table 3 

and Table 5), the recognition rate of HSG descriptors 

improved by approximately 14% in the SVM classifier tests 

and by 13% in the KNN classifier tests. While the response 

time increased from 0.47 seconds to 0.73 seconds in SVM 

classifier tests, and from 0.11 seconds to 0.16 seconds in KNN 

classifier tests. 

From the result of the opponent and hue histograms, as well 

as the result of Gabor on the datasets of the ALOI view, we 

can conclude that these descriptors do not have sufficient 

stability against changes in geometric conditions. By using the 

cells a bins idea, we were able to enhance the stability of our 

proposed HSG descriptor, which is why there is a great 

improvement in our HSG descriptor recognition rate against 

these descriptors in all tests. We also note the very high 

categorization time of these descriptors compared to the 

proposed HSG categorization time, which demonstrates the 

difficulties of categorization tasks using these descriptors in 

the presence of changes in geometric conditions. We remind 

you that we did not do a Gabor descriptor test on COIL-100, 

because this descriptor does not support the COIL-100 image 

size (128×128 pixels). 

Compared to the results of the hue descriptor, the 

combination of the gradient with colors improved the ability 

of the HSG descriptor to distinguish objects having similar 

colors. This improvement can easily be seen from the 

recognition rates, in the COIL-100 test, the recognition rates 

went from 95.12% to 98.44% using the SVM classifiers, and 

from 95.68% to 98.92% using KNN classifiers. In the ALOI-

view test, it went from 96.20% to 99.16% using SVM 

classifiers, and from 96.96% to 98.56% using KNN classifiers. 

For categorization time, the HSG is faster than the hue 

descriptor in the coil 100 test, its average categorization time 

of 0.57 seconds using SVM classifiers and 0.03 seconds using 

KNN classifiers, while for the hue descriptor, the average 

categorization time is 1.03 seconds using SVM classifiers and 

0.04 seconds using KNN classifiers.  

In the ALOI-view test, the HSG is also faster with an 

average categorization time of 0.73 seconds using the SVM 

classifiers and 0.16 seconds using the KNN classifiers, while 

for the hued descriptor, the time average categorization time is 

0.84 seconds using SVM classifiers and 0.16 seconds using 

KNN classifiers. This improvement in response time is due to 

the small size of the HSG descriptor (243 values) compared to 

the size of the hue descriptor (300 values). The limited size of 

the HSG descriptor also optimizes the use of memory space, 

the difference in performance is then clearly indicated. 

In the COIL-100 dataset test, KNN classifiers have a better 

recognition rate than SVM for categorization tasks with the 

HSG descriptor. Whereas, in testing ALOI-view datasets, the 

recognition rate using SVMs is better. For categorization time, 

KNN classifiers performed remarkably better than SVM 

classifiers in all tests. 

 

5.4.2 Stability test against changing illumination conditions 

This part of the tests is done on the 50 same objects used in 

the ALOI-view test, but this time we use the ALOI-

illumination part. Each object is represented with 11 images in 

the training set and 25 images in the tests. Each image will be 

encoded using HOG descriptors (HOG) [15], opponent 

histograms (OPP) [22], hue histograms (Hue H) [22], Gabor 

descriptors (Gabor) [26], the hue descriptor (Hue D) [21] and 

the proposed combining HSG descriptor. The descriptor 

parameters are the same as those of the previous part of the 

test. 

Also in this part of the test, we focus on the method 

recognition rate and the average time to categorize an object. 

The latter is calculated by dividing the total time of tests of the 

methods over the total number of images tested (1250 images 

in this part of the test). The software and hardware 

environment is the same as mentioned above. 

 

Table 6. Test of stability against photometric conditions 

changes on ALOI- illumination using SVM 

 
 R.Rate (%) T.T (s) M.T 

HOG [15] 81.84 341 0.27 

OPP [22] 88.48 1913 1.37 

Hui H [22] 91.76 910 0.73 

GABOR [26] 91,92 2084 1.67 

Hui D [21] 96.40 907 0.73 

HSG 98.48 885 0.68 

 

Table 7. Test of stability against photometric conditions 

changes on ALOI- illumination using KNN 

 
 R.Rate (%) T.T (s) M.T 

HOG [15] 82.64 134 0.11 

OPP [22] 89.04 445 0.36 

Hui H [22] 93.52 231 0.18 

GABOR [26] 91.76 414 0.33 

Hui D [21] 93.76 238 0.19 

HSG 96.08 195 0.16 
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The classifiers are trained to use all but one image, which is 

used in the test. Table 6 shows the percent recognition rate 

(R.rate [%]), total test time per second (T.T [S]), and the 

average time per second (A.T [S]) using the SVM classifiers. 

While Table 7 shows these results using KNN classifiers. 

The results presented in Table 6 and Table 7 prove that the 

proposed HSG descriptor has better performance than all other 

methods. It has a recognition rate of 98.48% with SVM 

classifiers and 96.08% with KNN classifiers. 

The theoretical property of hues has been proven by the 

results presented in Table 6 and Table 7, due to the stability of 

this chrominance component against changes in lighting 

conditions, the descriptors using hue values (the hue histogram, 

hue descriptor and HSG descriptor proposed in this paper) was 

more stable and obtained the highest recognition rates 

compared to other methods. 

The combination of color-gradients allowed us to solve the 

problem of missing stability against the shadows and lighting 

geometry changes such as shading, the illumination color and 

light scattering, the highlights under a white light source and 

the scattering of a white light source, and the problem of 

objects with similar edge. By solving all these problems in the 

proposed HSG descriptor, we were able to increase the 

recognition rate from 81.84% to 98.48% using the SVM 

classifiers, and from 82.64% to 96.08% using the classifiers 

KNN. 

Compared to the hue histogram [22] and the hue descriptor 

[21], the proposed HSG descriptor has a better recognition rate 

with a better categorization time using both the SVM and 

KNN classifiers, which confirms, again, its outstanding 

performance. This high performance is due to the combing of 

the gradient with colors which make the proposed HSG 

descriptor capable of distinguishing the object with high 

precision in real time and under different conditions.  

We also note the better performance of the hue descriptor 

[21] compared to the hue histogram [22], even if the last two 

descriptors cited use hue values, but using the entire image in 

the hue descriptor [21] with cells and the bins method 

improved the recognition rate. 

The results of the Gabor descriptor [26] are much better in 

this part of the test (Table 6 and Table 7) compared to the 

changes in geometric conditions (Table 3 and Table 5), which 

confirms that this descriptor is designed to cope with only 

changes in lighting conditions. 

In this part of the test (Table 6 and Table 7), and as for 

ALOI-view tests, the recognition rate of the HSG descriptor 

using SVM classifiers is better than that of KNN classifiers, 

while KNN classifiers were faster in all tests. So, in conclusion, 

we recommend the use of SVM classifiers with the proposed 

HSG descriptor, if the first priority is the recognition rate with 

a precise classification, but if the user seeks a fast 

classification even if with less precision, the KNN classifier 

can handle the task. 

 

 

6. CONCLUSION 

 

In this article, a new model for recognizing and categorizing 

multicolored objects has been proposed. The proposed model 

is based on the combination of colors and gradients to detect 

as much information as possible from the image. For the 

gradient part, we chose to use the famous HOG descriptor due 

to its huge capacity of extracting the contours of objects with 

great precision. While, for the colors part, we proposed two 

new descriptors inspired from the HOG descriptor, with 

changing the arc tangent to the chrominance components, hue 

and saturation, of the HSL color space. The use of these 

chrominance, hue and saturation components made the 

proposed HSG descriptor stable against changes in 

photometric and lighting conditions (light intensity change, 

light intensity shift, light intensity change and shift and light 

color change). In addition, using the ideas of cells and bins, we 

were able to add the required stability against geometric 

changes to the proposed model. For the classification task, we 

proposed the use of two powerful and widely used classifiers, 

the SVM (Support Vector Machine) and KNN (k-nearest 

neighbors) classifiers. The proposed model was evaluated on 

two publicly available datasets, Columbia Object Image 

Library (COIL-100) and The Amsterdam Library of Object 

Images (ALOI). Tests have proven not only the exceptional 

performance of this proposed HSG descriptor over existing 

methods in terms of recognition rates, but also its speed and 

ability to optimize memory and storage usage. In our future 

work, we plan to use the proposed descriptor to detect and 

categorize other types of objects such as cars, dogs, cats, etc. 

We also plan to compete in order to replace the use of the 

barcode in the stores (shopping center, pharmacies, etc.) with 

an application based on the proposed HSG descriptor. 
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