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Security of the organizational assets like data, from external intruders is an important issue 

now a days. Already, a lot of research has been done and many researchers have come up 

with the useful solutions also. This research is about developing the model for monitoring 

network systems to identify the entry requests of malicious nodes and such models are 

called as Intrusion Detection Systems (IDS). But, many of these IDS have kept the scope 

open for improvements, in terms of reducing false positives, reducing false negatives, 

increasing the speed of intrusion detections, fault tolerance systems. To achieve these 

enhancements in IDS, different solutions are proposed and implemented. When the 

attempts are made for increasing accuracy, timeliness of the system is not achieved, also 

with timeliness, fault tolerance and accuracy is compromised. In this research, we have 

implemented the time effective and accuracy based system with one important feature of 

fault tolerance, by using the distributed file processing architecture and machine learning 

techniques. The system is designed and implemented in two phases, and hence named as 

Two Phase- Intrusion Detection System (TP-IDS). Each phase of the system proposed 

consists of machine learning techniques which are executed in the underlying Hadoop 

Distributed File System i.e. HDFS data storage and processing architecture. HDFS is 

distributed and parallel architecture, which helps to achieve the timeliness and also fault 

tolerance due to distributed nature of HDFS. Machine learning techniques are helping us to 

learn from the experience and increase the accuracy of the model. The results of the research 

have shown significant improvements in all aspects like accuracy, timeliness and 

importantly fault tolerance. 
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1. INTRODUCTION

1.1 Machine learning: Let’s classify accurately 

Machine learning is the branch of artificial intelligence 

which helps the community to develop solutions which are 

based on training and testing of the models. The important 

thing is the amount of data required for training of the model, 

which affects the accuracy of the model. Higher is the amount 

of data, more is the accuracy rate and lower is the amount of 

data, less the chances of producing highly accurate model. 

Hence, data plays very important role in machine learning 

models. Now, a days, the use of the internet world is increased 

unbelievably to a huge amount and hence the huge amount of 

data is generated every day. This data can be, if used 

effectively, then with the help of machine learning techniques, 

the solutions in the business environments for decision making 

and automation of the business process can be achieved to 

make it more sophisticated, and manpower independent. 

Similar kind of approach of machine learning can be used for 

targeting the solution model for intrusion detection systems. 

Machine learning is very effective approach for developing 

solution models in the network security field and problems. 

Many researchers have already provided with proven solutions 

about use of machine learning approach for security field and 

intrusion detection system as well. 

1.2 Intrusion detection system problem and enhancement 

Intrusion Detection System (IDS) is one of the application 

areas where improvements can be achieved in the dimensions 

of accuracy, timeliness and fault tolerance using machine 

learning techniques along with parallel processing Hadoop 

Distributed File System (HDFS). The challenges in the 

existing IDS models are as shown in Figure 1. The intrusion is 

the entity tries to enter the organization network with 

unauthorized access as a malicious node. Intrusion Detection 

System is the monitoring system of network traffic to identify 

the intrusions and alert on intrusion detection, if any Intrusion 

Detections [1] can be employed at host systems as host based 

intrusion detection systems or at networks connecting 

computers as a network based intrusion detection systems. 

There are two types of intrusion detection systems Misuse 

detection and Anomaly detection system. Misuse detection 

system uses the pattern matching, identifies the known 

patterns for intrusion detection [2]. Hence, it gives better 

accuracy in case of known attacks and fails for unknown attack 

identification [3]. Anomaly detection system defines the 

baseline for the normal behavior and anything outside the 

baseline is detected as an attack. Anomaly detection system is 

useful for both networks based and host based intrusion 

identifications and hence should be improved with the 

architectures to achieve better results in accuracy [4].  

Revue d'Intelligence Artificielle 
Vol. 35, No. 5, October, 2021, pp. 359-366 

Journal homepage: http://iieta.org/journals/ria 

359

https://crossmark.crossref.org/dialog/?doi=10.18280/ria.350501&domain=pdf


Figure 1. Challenges in IDS: Problem Motivation 

Machine learning techniques can be effectively applied to 

design the model of anomaly based intrusion detection system 

to achieve the accuracy goals [5]. There are different machine 

learning categories like classification, clustering, regression. 

Classification is the machine learning technique used for 

classification of the input data into labelled or known classes. 

Clustering is the machine learning technique used for grouping 

of data items based on similarity or dissimilarity measure into 

different classes. Regression is the machine learning technique 

used for prediction of the continuous and discrete value data 

variables. It can be easily understood that, we can use 

classification and clustering in combination for developing the 

intrusion detection model to achieve the highly accurate 

results. To improve the timeliness and fault tolerance is the 

important part in achieving the improvements in the existing 

intrusion detection system models. It is important to identify 

the attack or intrusion before it damages the network and 

organizational assets like data. This feature of the intrusion 

detection system is called as timeliness. Also, though any of 

the hardware nodes of the system fails, still system should 

work with other backup or available hardware nodes and 

should be up for 24X7, this feature is called as fault tolerance. 

1.3 TP-IDS with HDFS to achieve timeliness and fault 

tolerance 

To achieve the timeliness and fault tolerance, the distributed 

data processing system is very useful. Here, we are using the 

Hadoop distributed file processing system for processing the 

data by using multiple data nodes connected to name nodes to 

achieve the parallelism in data processing. By using, HDFS we 

process the input data by using different machine learning 

techniques to achieve the parallelism for increasing the speed 

of the system which helps to achieve the timeliness. The 

structure of the HDFS is distributed with thousands of name 

nodes and each name node is connected to thousands of data 

storage and processing nodes, hence system structure is 

encouraging the decentralized approach making the system 

fault tolerant. 

1.4 TP-IDS (Two Phase - Intrusion Detection System): A 

complete solution using Machine Learning Techniques 

The important thing for any intrusion detection system is the 

accuracy with which it detects every intrusion entering attempt 

and protects the system from unwanted access. With this intent, 

and from the previous attempts of designing intrusion 

detection system by using machine learning, it is realized that, 

to achieve the accuracy in intrusion detection, use of any of the 

standalone machine learning techniques is not sufficient, the 

combination of the machine learning techniques is important. 

From the comparison with respect to parameters like speed of 

execution, accuracy etc. it is observed that, four machine 

learning algorithms can provide better results in intrusion 

detection system. The algorithms are Support Vector Machine 

(SVM), k nearest neighbor (kNN), Decision Tree (DT), Naïve 

Bayes (NB). These four algorithms are used in two phases to 

verify the accuracy of the results of detection in Phase I by 

using Phase II, hence the system model designed is named as 

Two Phase – Intrusion Detection System (TP-IDS). The 

system is designed to detect both known and unknown attacks 

in the network. The results obtained in the accuracy and 

timeliness are found significant and proving the importance of 

the implemented model. 

In this research article, the researchers are explaining the 

innovation with related work of existing systems and their 

drawbacks, objectives of the research, definitions and concepts 

used in the model designing, solution methodology, data set 

and data preprocessing, post implementation results and 

discussion and finally concluding the research conclusion. 

In the results and discussion part, the detailed statement 

about solution accuracy is explained. The significant accuracy 

is obtained by the researchers, which is 99.93% for multi 

attack type identification. The time required for execution of 

the algorithm is also very less, as because of HDFS the speed 

of the system increases to huge amount. 

2. RELATED WORK

The useful literature survey is carried out with regards to 

background work implemented in the field of intrusion 

detection system and architectures. We have studied the 

different existing designs of the intrusion detection systems 

and their performance issues associated with accuracy, 

timeliness and fault tolerance. The detailed study is presented 

here as follows. 

Han et al. [6] have presented the work of intrusion detection 

in cyber physical systems. The work presented is a survey 

study carried out by authors, concluding that, cyber physical 

systems have the characteristics like timeliness, fault tolerance 

and effectively can be very useful for intrusion detection. The 

work is related to assumption and does not have any practical 

implementation base, hence cannot be considered as valid 

arguments as conclusive part. This study provides the 

importance of timeliness and fault tolerance in Security 

systems. 

Otoum et al. [7]. have stated the intrusion detection system 

using deep learning-based approach. The Clustered Restricted 

Boltzmann Machine-Intrusion Detection System (RBC-IDS) 

is the name given by the authors to their implemented system. 

The results are compared with adaptive machine learning 

based intrusion detection system. The system uses 3 hidden 

layers and resultant accuracy is 99.12% approximately as 

stated in the result section. At the same time, it is also found 

that, time taken by RBC-IDS is double that of the required by 

adaptive machine learning based intrusion detection. So, the 

system does not satisfy the timeliness characteristics and 

hence cannot be implemented in information sensitive 
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networks. 

Pu et al. [8] have presented an unsupervised anomaly 

detection algorithm using subspace clustering and one class 

support vector machine to detect intrusions. The system is 

named as SSC-OCSVM. The dataset used is NSL-KDD 

dataset and all the attributes are used for obtaining results. The 

important thing that is noted here, all the attributes are not 

associated with attack type attribute and hence, results 

obtained cannot be considered as accurate results as irrelevant 

attributes are also a part of input data. The results are compared 

with other clustering approaches and found better by authors. 

But these results are not verified, as it is important to verify 

the results obtained by the clustering techniques. The 

sequential approach is used for algorithm execution and hence, 

timeliness along with fault tolerance is not considered here in 

this research work. 

Wang et al. [9] have presented the work of explainable 

model of intrusion detection system using machine learning 

techniques. The existing systems that we use now a days, are 

not explainable systems, as the reason of the specific decision 

taken by the system is not visible and it is a blind output for 

the users. In this work, authors have proposed theoretical 

foundation for this system using SHAP which helps in every 

possible output with explanation. The significance of the 

decisions taken with explanation is to improve the accuracy of 

the system and the same is stated by the authors through this 

work. It also concludes that, how we can achieve better results 

by using machine learning techniques with such type of 

approach. 

Othman et al. [10] have presented the intrusion detection 

system model using machine learning and big data underlying 

infrastructure. The authors have proposed idea of using Spark 

Apache big data environment for the execution of Support 

Vector Machine (SVM). It is concluded that, because of the 

use of the spark apache the speed of execution is increased 

significantly. Also, they have used feature selection for 

appropriate use of dependent and independent variables to 

increase the speed and accuracy. But they have not explicitly 

stated any conclusion about effective accuracy rate, as used 

only one standalone machine learning technique for 

classification. The input is classified to either normal or attack 

type i.e. binary classification is executed. The data used is NSL 

KDD dataset for this work. This study is helpful to understand 

the importance of distributed file processing architecture. 

Bankapalli et al. [11] have presented the architecture of 

intrusion detection system using deep learning techniques. The 

authors have used the NSL KDD dataset for the execution and 

model building. The deep neural network with auto encoder 

hidden layers are the model techniques which are compared 

with the regular deep neural networks and classical machine 

learning techniques. The accuracy observed and claimed by 

the authors is better than the accuracy rates of the deep neural 

network and classical machine learning techniques. But no 

comment is stated in the conclusion and the experimental work 

about the timeliness and fault tolerance of the deep neural 

network takes more training time and execution time, which is 

not accepted in the time sensitive and information sensitive 

applications. 

Taher et al [12] have carried out the research work for 

designing of the intrusion detection system using classification 

techniques. Authors have implemented IDS with Decision tree 

classifier. They have used the NSL KDD data set and used 

preprocessing of the data with feature selection. The decision 

tree algorithm C4.5 is used for the decision tree construction 

and the results of the same are compared with the naïve bayes 

classifier. The accuracy claimed is more for C4.5 which is 

approximately 99% and more than the naïve bayes classifier. 

The drawback of the system is, the given results are only for 

detecting the known attack patterns and classification 

technique like decision tree does not provide better results for 

the unknown attack patterns. Also, no statements are 

concluded regarding timeliness and fault tolerance of the 

intrusion detection system. 

Jabez and Muthukumar [13] have presented the intrusion 

detection system using supervised machine learning 

techniques. The authors have implemented different models 

with different machine learning techniques like SVM, ANN 

etc. Among all, the accuracy for ANN is observed as 94.02% 

and better as compared to all other techniques. The accuracy 

observed can be improved by better factors, the work is just 

the comparative analysis by using either of the machine 

learning techniques. Also, the work is for detecting known 

attacks only and no conclusive part is given about unknown 

attacks. The characteristics like timeliness and fault tolerance 

are not commented and considered by the authors. 

Awad [14] has presented the intrusion detection system 

using the classification techniques and association rule mining. 

The authors have claimed the higher accuracy rates with low 

false positives for known as well as unknown attack detection. 

The authors have considered the decision tree classifier as 

classification technique and association rule mining for 

unknown attack classification. The time required for execution 

is not considered in this work, where the combination of these 

two techniques have higher time complexity and also the 

algorithm executed has a sequential structure which ensures 

longer execution time.  

The important highlights of the survey are the two important 

characteristics such as timeliness and fault tolerance are not 

addressed by the different researchers while designing and 

implementing the intrusion detection system. Keeping in mind 

these two important characteristics, we have proposed and 

implemented the significant intrusion detection architecture 

using combination of machine learning techniques and big 

data environment like Hadoop. 

 

 

3. OBJECTIVES 

 

Following are the objectives of this research work: 

 

(1) The design of the Two phase- Intrusion Detection 

System (TP-IDS) for increasing accuracy with second phase 

as verification phase of the model using machine learning 

techniques. 

(2) The implementation of TP-IDS phase I using SVM and 

kNN, phase II using Decision Tree (DT) and Naïve Bayes 

(NB), the effective IDS model for increasing accuracy and 

reducing FPR, FNR. 

(3) The TP-IDS model building and execution using 

Hadoop Distributed File System (HDFS) for increasing speed 

of intrusion detection model, achieving timeliness in detection 

and making TP-IDS fault tolerant. 

 

 

4. DEFINITIONS AND CONCEPTS 

 

In the proposed architecture the combination of different 

machine learning techniques is used. Also, keeping in mind 
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the important improvement in the values of properties like 

timeliness and fault tolerance the Hadoop Distributed File 

System (HDFS) is used. This section is introducing all these 

techniques and HDFS. 

Here, we are introducing four important machine learning 

techniques and a HADOOP system as follows: 

 

1. Support Vector Machine (SVM) 

2. k Nearest Neighbor (kNN) 

3. Decision Tree 

4. Naïve Bayes 

5. HADOOP. 

 

4.1 Support vector machine 

 

Support Vector Machine is a supervised machine learning 

algorithm used as a classification algorithm. It is abbreviated 

as SVM. SVM uses the hyper plane for classifying the data 

points into separate classes [15]. The data points which are 

near the hyper plane and boundary points of the differentiating 

classes are called as support vectors, as these are used to 

maximize the distance between the hyper plane and the 

support vectors to bring the accuracy in the classification of 

the data [16]. It is one of the successful algorithms of machine 

learning and implemented in different classification problems 

by different researchers. SVM supports both the binary as well 

as multiclassification of the data points. 

 

4.2 k nearest neighbour 

 

K nearest neighbor is the machine learning techniques used 

or classification. Sometimes, it is also used as kNN clustering, 

because of its working structure [17]. kNN is one of the faster 

classification techniques. It is popular because of negligible 

training time requirement. In this technique the algorithm 

trains itself with every input value passed for the classification, 

hence no separate training phase is required resulting in faster 

execution of the algorithm [18]. During classification of the 

input data, the closeness of the data item to be classified is 

measured as a distance with other classified data items of 

different classes and the data item will be classified to the class, 

where the distance is minimum with more number of data 

points in a particular class. Hence, kNN works based on 

similarity measure of the data points and very useful in 

classifying the unknown data points in most of the cases. 

 

4.3 Decision tree 

 

Decision Tree is the supervised machine learning technique 

used for multiclassification of the input data. Decision tree are 

constructed with decision nodes as internal nodes and the class 

labels as the leaf nodes of the tree. Each internal node is 

defined for the decision for classification path, based on the 

values of different features used for classification as input 

variables [19]. There are number of algorithms used for 

construction of the decision tree such as ID3, C4.5, VFDT, etc. 

During training phase, with the available input and output data 

values, the decision tree is constructed. During testing phase, 

based on the input values of the features, the path of the output 

class is decided and finally the input is classified [20]. 

Decision trees are popular for their multiclassification 

property, as well as speed of the execution with accuracy in 

results. 

4.4 Naïve Bayes 

 

Naïve Bayes is the probability distribution classifier 

machine learning technique. Naïve Bayes calculates the prior 

and posterior probability values of the data items for 

classification purpose [21]. It calculates the likelihood that, the 

data item will be classified to a specific class. It is popular 

because of the probability based classification, which provides 

the base for the accuracy improvements in classification [22]. 

It is very useful when the data items to be classified have 

independent existence for their class and does not have any 

dependency with other objects of the same class. 

These four machine learning techniques can be very 

effective when used in combination for developing a model for 

intrusion detection system. To compensate the time 

complexity of execution of these techniques and achieve the 

timeliness, a big data environment called as HADOOP is used 

in this research work [23]. It works as given in the paragraph 

below.  

 

4.5 HADOOP 

 

HADOOP is the distributed data processing architecture. To 

manage and process the big data which is generated with a 

huge speed in today’s world, this massively parallel data 

storage and processing architecture is used. It stores the data 

in distributed file system. Each file is divided in number of 

blocks which are stored in distributed manner in different data 

storage nodes. The file system used for storing and managing 

data is called as Hadoop Distributed File System (HDFS) [24]. 

HDFS mainly consists of the two important types of nodes 

name node and data nodes. Name node acts like a master node 

which manages the number of data nodes. Data nodes are 

responsible for storing and processing the data in terms of file 

blocks. The name nodes are responsible to divide file into 

blocks and distribute blocks in available data nodes [25]. The 

Figure 2 shows the analogy of TP-IDS using HDFS 

architecture.  

 

 
 

Figure 2. TP-IDS Parallel Design using HDFS 

 

Name node manages and stores the Meta data of these data 

nodes block storage. Always the request of data storage or data 

retrieval is first sent to the name node, which in turn manages 

the execution of the request by using the Meta data available 

at name node. Meta data consists of the information of the data 
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nodes, availability of the memory at data nodes, mapping of 

files and blocks stored at different data nodes at specific 

memory locations. The general HDFS structure has thousands 

of such name nodes and each name node has thousands of data 

nodes for storage and processing of the data. Hence, it is a 

massively parallel data processing architecture. It reduces the 

execution time to greater extent and hence can be effectively 

used in time sensitive applications like intrusion detection 

system. 

 

 

5. SOLUTION METHODOLOGY  

 

The Figure 3 shows the designed architecture of the 

intrusion detection system in two phases, called as Two Phase 

- Intrusion Detection System (TP-IDS). The model of the TP-

IDS consists of machine learning techniques such as Support 

Vector Machine (SVM), k Nearest Neighbor (kNN), Decision 

Tree (DT) and Naïve Bayes (NB) in two phases. In Phase I, 

SVM and kNN are used, in Phase II, DT and NB are used. The 

incoming connection request is first sent to Phase I techniques 

SVM and kNN. These algorithms are executed in parallel in 

distributed and parallel environment of HDFS, which ensures 

faster execution of these techniques. The incoming connection 

request is passed as input to SVM and kNN to classify it as 

either attack or normal connection request. If both the 

algorithms i.e. SVM and kNN classify it as a normal 

connection request, then access to the network is allowed and 

connection request is accepted. Else, if either of the techniques 

SVM or kNN detects incoming connection request as 

malicious one, then it will be blocked and will be sent to Phase 

II classification techniques. 

In Phase II, we have used DT and NB machine learning 

techniques. This phase is used to verify the results of Phase I 

of TP-IDS, when either of the SVM or kNN detects incoming 

connection request as attack traffic. This Phase II as 

verification phase, helps us to reduce the false negatives and 

false positives in intrusion detection. After receiving the input 

from Phase I, in Phase II, algorithms DT and NB are executed 

in parallel in parallel HDFS environment. Again, due to 

distributed nature of the HDFS, faster execution of the Phase 

II techniques is ensured. After execution, if DT or NB, either 

of these techniques detects incoming connection request as 

malicious one, then it will be classified as an attack and access 

to the network will be blocked for that node. If, both of the 

Phase II techniques i.e. DT and NB, detects the incoming 

connection request as a normal connection request, then 

connection request is accepted and access to the networks is 

allowed. So, in Phase II, we verify that, whether the results 

classification obtained in Phase I are correct or not, and based 

on classification in Phase II, the decision is taken. With this 

structure, we ensure accuracy in intrusion detection. 

The algorithms are executed in HDFS environment, which 

ensures that, though any of the processing node fails, there are 

other data nodes available to provide the data and processing 

for execution, achieving the property of fault tolerance. Hence, 

due to this distributed structure, system will always be up even 

in case of failures. So, HDFS helps us to achieve the timeliness 

and fault tolerance in intrusion detection model such as TP-

IDS. This model is implemented with and without HDFS and 

significance of using HDFS is also observed. The significant 

results about the same are explained in results and discussion 

section. 

 

 
 

Figure 3. TP-IDS architecture using HDFS 

 

 

6. DATA SET AND DATA PREPROCESSING 

 

For this implementation of TP-IDS, the dataset used is NSL 

KDD dataset which consists of 43 attributes, including the 

output class label. It consists of data records of approximately 

1, 25, 973 training samples, which are used for training of the 

TP-IDS model. It consists of 22,554 testing samples which are 

used for testing the accuracy of the TP-IDS model. The NSL 

KDD dataset does not have redundant record entries and 

consists of entries of all attack types [26]. NSL KDD consists 

of mainly records of Normal, DOS, Probe attack types, R2L, 

U2R. The Figure 4 shows the detail statistics of the entries 

available in NSL KDD dataset [27]. Figure 4 shows the attack 

types and number of records for each attack type in NSL KDD 

Dataset. The NSL KDD dataset is constructed to overcome the 

disadvantages of the KDD dataset, the advantages of NSL 

KDD dataset are as follows: 
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1. As this dataset does not have redundant entries, the 

classifiers will not be biased towards more frequent 

records.  

2. With no duplicate records, learners are not biased by 

the better detection rate methods. 

3. It helps to accurately evaluate different machine 

learning methods. 

4. It helps to generate the efficient and consistent 

research results. 

Every machine learning model algorithm should start with 

the feature selection as the data preprocessing part in the 

system [28]. Here, the feature selection allows to select only 

relevant features, hence increase the accuracy as well as speed 

of the model. To gain the desired accuracy in the model, it is 

important to reduce the irrelevant features from the dataset and 

use only highly correlated features for better model 

development [29]. 

 

 
 

Figure 4. NSL KDD Dataset attack types and records 

 

Hence, data preprocessing is important, before we proceed 

for model training and testing. As a part of data preprocessing, 

the correlation based feature selection can be used which helps 

for effective feature selection. Correlation-based feature 

selection (CFS) uses a heuristic assessment function based on 

correlations to rank attributes [30]. The function evaluates 

attribute vector subsets that are correlated with the class label 

but not with each other. The CFS algorithm considers that 

irrelevant features have a low correlation with the class and 

should thus be discarded [31]. The CFS algorithm is applied 

to the NSL KDD dataset with 41 attributes, out of which 29 

attributes have shown high correlation with the output variable 

and thus remaining attributes having low correlation are 

eliminated from the used dataset. The results obtained by the 

researchers who have used feature selection on NSL KDD 

dataset are proving the importance of feature selection, as 

results are with increased accuracy [32]. Machine learning 

techniques like classification and clustering gives good results 

after using the feature selection process. The performance of 

the machine learning techniques is directly proportional to the 

attribute correlation [33]. More the number of highly 

correlated attributes, better is the performance. Hence, here the 

use of correlation based feature selection is promoted. 

7. RESULTS AND DISCUSSION 

 

The model is built and executed in RHIPE environment. 

RHIPE is R and Hadoop Integrated Platform environment. It 

is observed from the results that, the execution time is 

significantly reduced when we use the HDFS as underlying 

storage as well as processing environment for TP-IDS system. 

The accuracy observed during the testing of the model is 

almost 99.93%. 

 

Table 1. TP-IDS Accuracy comparison with existing IDS 

models 

 
Sr. No. IDS Name Accuracy in (%) 

1 RBC-IDS [7] 99.12 

2 SSC-OCSVM [8] 98.56 

3 IDS – Decision Tree [12] 99 

4 IDS – ANN [13] 94.02 

5 TP – IDS [Our Model] 99.93 

 

The accuracy obtained is significantly important, as it has 

reduced the false positives and false negatives both. The 

results of the accuracy are as shown in Table 1. The table 

shows the correct identification of the records according to 

their type and better accuracy results as compared to existing 

solutions. 

 

 
 

Figure 5. Execution Time Vs No. of Records on HDFS 

 

The time execution or speed of the system is as shown in 

Figure 5. The speed results can be better than what presented 

in the graph, as the results are generated in simulation 

environment of the HDFS creating multimode environment on 

a single node. Hence, in real systems this timeliness can be 

easily achieved, if we are using HDFS system. Also, the HDFS 

is enabling the fault tolerance of the system, as it is a multi-

node system, removing the dependency of the centralized node 

in the TP-IDS system. The data is preprocessed for removing 

noisy data, the feature selection is used to select only relevant 

features and increase the accuracy of the system. The Single 

feature selection technique is used for the same. The NSL 

KDD data set with 41 features is used, out of which only 29 

relevant features are used for the execution of the TP-IDS 

model. The results obtained here by TP-IDS model are very 

effective from every quality attribute perspective. The 

accuracy obtained here, is significant as compared to existing 

models of IDS. The two phase model provides benefit of 

second phase, as verification phase and increases the accuracy 

of the IDS model. The time required for execution is really 

negligible for even large number connection requests, because 
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of the use of HDFS as underlying distributed storage and 

parallel data processing structure.  

Also, with the use of HDFS, we have primary name nodes 

which are connecting thousands of data nodes and managing 

these nodes effectively. With the effective strategy of the 

replication of the data into multiple data nodes, removes the 

dependency of the data on the centralized data nodes or single 

data node. So, even in absence of any data node, data will be 

available from other data nodes where same data is replicated, 

making availability of the data even in failure of few data 

nodes, enabling IDS system as fault tolerant TP-IDS. Also, 

each primary name node has a backup secondary name node 

which is the backup node of the primary name node. Hence, 

even in case of failure of name nodes, the backup nodes are 

available and keep the system up, which is the fault tolerant 

TP-IDS system. Using two phases is of prime importance, 

because second phase as verification phase, ensures the low 

rates of FPR and FNR increasing accuracy in intrusion 

detection using TP-IDS. 

 

 

8. CONCLUSION AND FUTURE SCOPE 

 

So, hereby it is concluded that, to achieve the timeliness and 

fault tolerance with high accuracy, the use of big data 

environment like HDFS is efficient. In this research work, the 

Two Phase Intrusion Detection Model is used, which helps in 

increasing the accuracy by using Phase II for verification of 

the classification results of Phase I. When the accuracy results 

are observed, the significant findings are found as compared 

to the existing systems using standalone machine learning 

techniques for IDS used in one phase only. With this Two 

Phase architecture the false positives and false negatives are 

reduced. With the use of HDFS, the execution speed is 

increased to the greater extent due to parallelism in data 

processing for attack detection. HDFS as it is distributed 

environment, also ensures fault tolerance in the implemented 

TP-IDS model. Here, the work is completed in the simulation 

based environment of HDFS and network data sets are used. 

In future, the real time environment can be created and 

algorithms can be executed to better understand the results and 

subsequent efforts can be made to improve the same. Also, the 

future work can be extended with replacement of few of these 

traditional machine learning techniques with deep learning or 

more advanced and latest techniques in the area. 
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