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The usage of mask is necessary for the prevention and control of COVID-19 which is a 

respiratory disease that passes from person to person by contact and droplets from the 

respiratory tract. It is an important task to identify people who do not wear face mask in the 

community. In this study, performance comparison of the automated deep learning based 

models including the ones that use transfer learning for face mask detection on images was 

performed. Before training deep models, faces were detected within images using multi-task 

cascaded convolutional network (MTCNN). Images obtained from face mask detection 

dataset, COVID face mask detection dataset, mask detection dataset, and with/without mask 

dataset were used for training and testing the models. Face areas that are detected with 

MTCNN were used as input for convolutional neural network (CNN), MobileNetV2, 

VGG16 and ResNet50. VGG16 showed best performance with 97.82% accuracy. 

MobileNetV2 showed the worst performance for detecting faces without mask with 72.44% 

accuracy. Comparison results show that VGG16 can be used effectively to detect faces 

without mask. This system can be used in crowded public areas to warn people without mask 

that may help the reduce the risk of pandemic.  
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1. INTRODUCTION

COVID-19 is an infectious disease caused by a type of 

coronavirus which is first discovered in December 2019. The 

use of mask is necessary for the prevention and control of 

COVID-19 since it is a respiratory disease that passes from 

person to person by contact and droplets from the respiratory 

tract. Droplet contamination occurs when a person is in close 

contact with an infected person. Respiratory droplets that may 

cause infection can enter through the mouth, nose, or eyes as 

a result of coughing, sneezing, or very close contact [1]. Masks 

are used by people to protect himself or herself while in 

contact with an infected person. This will also prevent the next 

transmission of the virus. 

World Health Organization (WHO) and UNICEF advise the 

children aged 5 years and under should not wear masks, 

children aged 6-11 should make a decision to wear masks for 

some factors like the transmission in the area, the ability of the 

child to safely and appropriately use a mask, etc. Children 

aged 12 and over and all adults are advised to wear masks to 

suppress transmission and save lives [2]. There are also 

recommendations on WHO’s website for fabric mask 

materials, how to wear medical, non-medical, and fabric 

masks safely. 

There are penalties such as fines for the people who do not 

wear face mask at almost all countries. In some countries the 

punishment for not wearing a mask can be even more severe. 

For example, UK and Indonesian authorities punished eight 

people they detected not wearing face masks by digging the 

graves of those who died from the coronavirus [3]. Therefore, 

it is an important task to identify people who do not wear face 

masks in the community.  

Creating decision support models is of great importance to 

prevent and control the spread of the virus [4]. Most of these 

studies use deep learning methods because of their great 

success in image and video processing tasks. Deep learning is 

a branch of machine learning that has very complex layers to 

process information in a non-linear way. Some factors make 

deep learning techniques, which have a deeper structure than 

artificial neural networks, become popular today. The most 

important of these factors is that the amount of data gets larger 

every day and the development of computer technologies that 

can process this huge data. Graphical processing units (GPUs) 

have made a significant contribution to the development of 

deep learning with the ability to work with large amount of 

data and execute parallel operations. One of the most 

important advantages of deep learning is that it eliminates the 

need to manually extract features and does feature extraction 

on its own. Thanks to this automatic feature extraction, the 

learning patterns of computers have become even more precise. 

Chavda et al. [5] have used multi-step convolutional neural 

network (CNN) model for face mask detection. Their data set 

included images from RMFRD (Real-world Masked Face 

Recognition Dataset) and Face Mask Detection dataset. Their 

dataset included 7,855 in total with 4,415 unmasked and 3,440 

masked images. They used NASNetMobile, DenseNet121, 

MobileNetV2 models. The success rate of this study was 

99.40%. Jiang et al. have used multistage CNN models for the 

face mask. They used ResNet and MobileNet models and 

Wider Face and Masked Faces data sets in their experimental 

studies. Success rate of mask recognition was 93.4% in this 

study [6]. Loey et al. [7] used multistage CNN models for face 

mask detection, too. They trained the system with 60 epochs 

and 64 batch size. Stochastic gradient descent and Adam 

methods were used as optimization algorithms. The data set 

was divided into 70% training, 10% validation, and 20% test. 
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They used ResNet50 model and MMD (Medical Masks 

Dataset) and FMD (Face Mask Dataset) datasets. Their highest 

success rate was 81%. Bhuiyan et al. used YOLOv3 for face 

mask detection. They used 650 images of both mask and no-

mask collected with a web-scraping tool from websites. They 

used 80% of this data set as training and the rest as validation. 

4,000 epoch training was performed and 96% success was 

achieved in their study [8]. 

In this study, multi-task cascaded convolutional network 

(MTCNN) was used to detect the face areas in the images. 

9848 images obtained from face mask detection dataset [9], 

COVID face mask detection dataset [10], mask detection 

dataset [11], and with/without mask dataset [12] were used in 

this study. Different deep learning models have been utilized 

to classify the faces in the images as masked and unmasked. 

In the experimental studies, data preparation, data pre-

processing, and transfer learning techniques were used to 

increase the classification performance. In this study, the pre-

trained deep learning models VGG16 and ResNet50 yielded 

successful results in classifying facial images as masked and 

unmasked. Figure 1 shows the block diagram of the workflow.  

 

 
 

Figure 1. Block diagram of the workflow 

 

 

2. MATERIALS AND METHODS 

 

2.1 Dataset 

 

8,331 of the total 9,848 images obtained from the face mask 

detection dataset [9], COVID face mask detection dataset [10], 

mask detection dataset [11], and with/without mask dataset 

[12] were used for training.  

Face mask detection dataset includes RGB images to detect 

faces without mask because wearing face mask became 

mandatory worldwide due to COVID-19 [9]. COVID face 

mask detection dataset includes handpicked assemble of 

different images collected from Google and other image 

datasets. Images in the dataset are unified frontal faced mask 

or non-mask images [10]. Mask detection dataset was 

constructed using the images collected from Google image. 

This dataset includes face images of two classes; with mask 

and the without mask. In this dataset, there are faces with 

different ages, sexes and colors, with or without beard [11]. 

With/without mask dataset contains images of faces and faces 

with masks. In this dataset, masks are added subsequently to 

the images to create a masked face dataset [12]. There are 

approximately 30% people with different skin color, 50% 

female and 50% male in the dataset. Images that contain faces 

with mask and without mask are approximately equal in the 

dataset. 

 

 
 

Figure 2. Images from the (a) face mask detection dataset, 

(b) COVID face mask detection dataset, c) mask detection 

dataset and (d) with/without mask dataset 

 

All the images were resized as 224 x 224 x 3 before using 

as input in the model. 3,993 of the 8,331 training images 

include faces with masks and 4,338 of them include faces 

without masks. 

Images in the training data set were divided into two parts 

as training and validation. 78% of the training data set was 

used for training while the remaining 22% was used for 

validation.  

A separate test data set was created using the same reference 

datasets. Number of images in the test dataset was 1,517. 

Examples of images used for training and test of the models 

are given in Figure 2. 

 

2.2 Multi-task cascaded convolutional network (MTCNN) 

 

The image of the face is sufficient to identify whether a 

person is wearing a mask or not. Besides, when training a 

model, areas other than the face in the image may cause the 

model to be trained incorrectly. For this reason, detecting faces 

in the images and using only faces in training increases the 

performance of the model. For face detection MTCNN which 

is a pre-trained model was used in this study [13]. 

With MTCNN, facial positions can be determined from the 

images that contain more than one person. With this 

information it can be detected that if a person is wearing a 
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mask or not for each person in the image. When using the 

MTCNN, it returns the starting coordinates of the faces, width, 

height, position of the right and left eyes, where the left and 

right side of the mouth begins, and the coordinates of the nose. 

In this study, the positions of the faces were determined by 

using the initial coordinates, width, and height values. 

 

2.3 Convolutional neural network 

 

Convolutional neural networks (CNNs) are a type of 

artificial deep neural network specialized to process 

multidimensional, big data. Convolutional networks use the 

convolution process in at least one layer instead of the general 

matrix multiplication. Convolution layer contains the 

learnable filter set. Filter size, number of filters, and step range 

are important parameters for this layer. These filters are 

applied to the image and extract the properties of the image. 

The resulting filter values are sent to the pooling layer. In the 

pooling layer, the number of filters does not change, only size 

reduction occurs in terms of height and width. Max pool and 

mean pool are the most common pooling methods that give the 

maximum and mean values as output in the area covered by 

the filter [14]. Schematic diagram of the CNN is given Figure 

3. 

 

 
 

Figure 3. Schematic diagram of the CNN 

  

Activation function was used to add nonlinearity to the 

neural networks since the real-world features are usually 

nonlinear. Activation functions process the incoming data and 

transform it to different values. This process significantly 

affects the performance of CNN. Therefore, the activation 

function selection should be made correctly. The most 

commonly used activation functions are hyperbolic tangent, 

sigmoid, rectified linear unit (ReLU), and leaky ReLU. ReLU 

is one of the most commonly used activation function because 

of its speed and high success. It works as a linear function if 

the input is positive, and it returns zero if the input is negative 

[15]. 

Dropout is the process of forgetting. It is used to prevent 

overfitting by forgetting some neurons (assigning zero) during 

training. Batch normalization is a method used to make neural 

networks faster and more stable. It normalizes the input layer 

by re-centering and rescaling. The fully connected layer makes 

the tensor data flat by vectorization. It is the layer where the 

tensor formed by n matrices of f x f dimensions is converted 

into a vector of f x f x n. Finally, as many neurons as our class 

number were used in the output layer because this is the layer 

that performs classification. Softmax is the most used 

activation function in the output layer. Optimization methods 

are used to find the optimum value in the solution of nonlinear 

problems. Optimization algorithms such as stochastic gradient 

descent, AdaGrad, AdaDelta, Adam, AdaMax are widely used 

in deep learning applications. These algorithms differ in 

performance and speed. In this study, Adam was used as an 

optimizer.  

The epoch number determines how many times the data set 

will be passed and the batch size value determines how many 

times data is given to the model [14, 15]. Parameters used in 

this study are given in Table 1. 

 

Table 1. CNN parameters 

 
Parameter Value 

Input size 224 x 224 x 3 

Number of layers 7 

Activation function ReLU Softmax for output layer 

Normalization Batch 

Dropout Pooing layers 60% Joint layer 70% 

Optimization method Adam 

Loss function Categorical cross entropy 

 

2.4 Transfer learning 

 

Transfer learning is freezing certain layers of a trained 

model and using it as a starting point for another model for a 

different task. It increases performance significantly, 

especially for small data sets [16]. In this study pre-trained 

VGG16, ResNet50, and MobileNetV2 were used to detect 

faces without mask.  

In the VGG16 model, the input images were 224 x 224 x 3 

RGB images. The most important feature of VGG16 is that the 

convolution is performed more than once after pooling. The 

ReLU activation function is used in the convolution layer. 

Maximum pooling is applied in the pooling layer. VGG16 

model achieves the top-5 test accuracies in ImageNet 2014 

competition. ImageNet contains 14 million images belonging 

to 1,000 classes [17]. 

ResNet50 is a deep residual network model that is 50 layers 

deep. It is also pre-trained on ImageNet dataset and allows to 

train extremely deep neural networks without vanishing 

gradients problem. During backpropagation of the network, 

taking the partial derivative (gradient) of the error function 

relative to the weights available on each training epoch 

requires the multiplication of n of these numbers to compute 

gradients in the first layers of an n-layer network. When the 

network is deep and these numbers are small, the product of n 

of the numbers becomes zero which is called vanishing 

gradients. ResNet50 was the winner of ImageNet 2015 

challenge [18]. 

MobileNetV2 has a general purpose deep CNN architecture 

that aims to perform well on mobile vision applications. 

Classification, segmentation and object detection are the 

supported mobile visual recognition tasks of MobileNetV2. 

MobileNetV2 is an improved version of MobileNetV1 that can 

run deep neural networks on mobile devices [19]. 

MobileNetV2 have linear bottlenecks between the layers. 

There are also connections between the bottleneck layers. 

Bottlenecks encode the intermediate inputs and outputs of the 

model. The intermediate layer uses filters to transform the 

lower level features to higher level descriptors. Inverted 

residual structure of MobileNetV2 makes it faster and 

successful [20]. 

 

 

3. RESULTS AND DISCUSSION 

 

The first step of this study was finding the facial regions in 

the images using MTCNN. MTCNN returns the pixel 
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coordinates of the faces found in the given input RGB image. 

The pixels that are in these returned coordinates were taken as 

faces and presented to our deep model for training. 

In the second step, it was found out whether there was a 

mask in the face area or not by using the CNN, MobileNetV2, 

VGG16, and ResNet50 models. 

While training CNN, 20% of 8,331 images were used for 

validation and 80% for training. Parameters given in Table 1 

were used for training. The model has 7 layers including the 

output layer. In layer 1, convolution process with 64 filters 

with 3 x 3 dimension was applied. Batch normalization and 

ReLU activation function were used. In layer 2, convolution 

process with 64 filters with 3 x 3 dimension was applied. After 

applying batch normalization and ReLU activation function, a 

max pooling of 2 x 2 with stride 2 was performed. After 

pooling, overfitting was prevented with 0.6 dropout. In layer 

3, convolution process with 32 filters with 3 x 3 dimensions 

was applied. Batch normalization and ReLU activation 

function were applied. In layer 4, convolution process with 32 

filters with 3 x 3 dimensions was applied. Batch normalization 

and ReLU activation function were applied. In layer 5, 

convolution process with 32 filters with 3 x 3 dimensions was 

applied. After the batch normalization and ReLU activation 

function, a max pooling of size 2 x 2 with stride 2 was 

performed. After the pooling process, 60% forgetting was 

applied with dropout. Over-learning was tried to be prevented 

with dropout. Layer 6 was a full connection layer where the 

vectorization was done with flatten. Data with dimensions of 

52 x 52 x 32 has become 86,528 by vectorization. Then, it was 

reduced to 128 neurons, and batch normalization and ReLU 

activation function were applied. Finally, with dropout, 

forgetting process was applied with 70% ratio. Layer 7 was the 

output layer. Since there are two classes as masked and 

unmasked, the number of neurons in this layer was 2. Softmax 

activation function was applied for the classification process. 

In the training of the CNN, the number of epochs was 40 

and the batch size was 100. The best result was recorded at 

epoch 14 of 40 epoch training with 0.9556 validation accuracy 

and 0.1223 validation loss. The loss and accuracy curves of the 

training per epoch are given in Figure 4 (a) and (b), 

respectively. 

 

 
 

Figure 4. (a) Loss and (b) accuracy curves of CNN 

MobileNetV2 training was performed using 22% of 8,331 

images for validation and 78% for training. MobileNetV2 uses 

ImageNet weights. Layers before the output and full 

connection layer were frozen. The output and full connection 

layer of the model were removed. The average pooling 

operation was performed using 7 x 7 filters then vectorization 

was performed using flatten. Then the neuron size was reduced 

to 128 and ReLU activation function was applied. With 50% 

dropout, forgetting of the model was performed. Softmax 

activation function was applied with 2 neurons for output layer. 

Loss function of the model was categorical cross entropy, 

optimization function was Adam, and evaluation metric was 

accuracy. Training epoch number was chosen as 20 and the 

batch size was 32. Best validation accuracy and loss were 

obtained at the 15th epoch of the total 20 epochs as 0.9231 and 

0.1997, respectively. The loss and accuracy curves of the 

MobileNetV2 training are given in Figure 5 (a) and (b), 

respectively. 

 

 
 

Figure 5. (a) Loss and (b) accuracy curves of MobileNetV2 

 

 
 

Figure 6. (a) Loss and (b) accuracy curves of VGG16 
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Figure 7. (a) Loss and (b) accuracy curves of ResNet50 

 

For training VGG16, the same parameters and the number 

of validation and training images with MobileNetV2 were 

used. Training epoch number was 30 and the batch size was 

80 for VGG16. Best validation accuracy and loss were 

obtained at the 8th epoch of the total 30 epochs as 0.9902 and 

0.0247, respectively. The loss and accuracy curves of the 

VGG16 training are given in Figure 6 (a) and (b), respectively. 

Parameters and number of validation and training images 

used training of the ResNet50 was same with MobileNetV2 

and VGG16. Training epoch number was 30 and the batch size 

was 80 for ResNet50. Best validation accuracy and loss were 

obtained at the 12th epoch of the total 30 epochs as 0.9951 and 

0.0103, respectively. The loss and accuracy curves of the 

ResNet50 training are given in Figure 7 (a) and (b), 

respectively. 

 

 
 

Figure 8. Test accuracies of the CNN, VGG16, ResNet50 

and MobileNetV2 

 

Performance of the all used methods were evaluated on a 

separate test set that has 1,517 images. Test accuracies for 

CNN, MobileNetV2, VGG16 and ResNet50 were 96.5%, 

72.44%, 97.82%, 97.49%, respectively. Figure 8 gives test 

accuracies of the used methods as a graph. According to the 

test accuracies, the most successful method for detecting the 

faces without mask was VGG16 and the least successful 

method was MobileNetV2. Accuracies of VGG16 and 

ResNet50 were very close. CNN was more successful than 

MobileNetV2 but could not perform better than VGG16 and 

ResNet50. 

 

Table 2. Confusion matrix of CNN 

 

 
Predicted 

With Mask Without Mask 

Actual 
With Mask 602 34 

Without Mask 19 862 

 

Table 3. Confusion matrix of MobileNetV2 

 

 
Predicted 

With Mask Without Mask 

Actual 
With Mask 556 93 

Without Mask 325 543 

 

Table 4. Confusion matrix of VGG16 

 

 
Predicted 

With Mask Without Mask 

Actual 
With Mask 625 11 

Without Mask 22 859 

 

Table 5. Confusion matrix of ResNet50 

 

 
Predicted 

With Mask Without Mask 

Actual 
With Mask 625 11 

Without Mask 22 859 

 

 
 

Figure 9. Result image that shows people with and without 

mask obtained from CNN 

 

 
 

Figure 10. Result image that shows people with and without 

mask obtained from MobileNetV2 
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Figure 11. Result image that shows people with and without 

mask obtained from VGG16 

 

 
 

Figure 12. Result image that shows people with and without 

mask obtained from ResNet50 

 

Confusion matrixes obtained from the used methods are 

given in Table 2-5. Table 2 shows that CNN tends to classify 

people with mask as without mask. False negative rate of 

MobileNetV2 was very high as can be seen from Table 3 that 

leads it to label people without mask as with mask. Table 4 

shows that VGG16 had the best performance for identifying 

people who do not wear face mask. It can be seen that 

ResNet50 was the best method for classifying people with 

mask from Table 5. 

Results obtained from the methods using the same test 

image are given in Figures 9-12. People with mask are marked 

with green boxes around their faces while people without mask 

are marked with red boxes. In the test image, MTCNN fails to 

detect faces of 3 people with mask whose faces can be seen 

fully in the image and 1 person whose face can be seen 

partially. In Figure 9, CNN misclassifies 2 people near the 

lower left corner of the image as without mask. MobileNetV2 

shows the worst performance that can also be seen from Figure 

10. It misclassifies 13 people with mask as without mask. 

Figure 11 shows the performance of VGG16. It misclassifies 

a person who wears a black mask as without mask. In Figure 

12, the same person with black mask was misclassified by 

ResNet50, too. VGG16 and ResNet50 classified correctly all 

other faces detected in the test image. 

The best result obtained from this study is compared to the 

other studies that detect people with and without mask using 

deep learning techniques in Table 6. It can be seen from the 

table that DenseNet121 shows the best performance for face 

mask detection and VGG16, which is used in this study, gives 

the second best result compared to the other methods. 

The trained models were also evaluated for the dark colored 

and printed masks since the diversity of the face masks 

increase every day. Evaluation results show that our deep 

models were successful for determining the masks with 

different colors and prints. The results obtained from VGG16 

for two different images that people wear dark color and 

printed face masks are given in Figure 13. 

 

Table 6. Accuracy comparison of the methods 

 
Reference Method Accuracy 

Chavda et al. [5] DenseNet121 99.40% 

Jiang et al. [6] ResNet 93.40% 

Loey et al. [7] YOLOv2 with ResNet 81.00% 

Bhuiyan et al. [8] YOLOv3 96.00% 

This study VGG16 97.82% 

 

 
(a) 

 
(b) 

 

Figure 13. Result images obtained from VGG16 for (a) dark 

color (b) printed face masks 

 

 

4. CONCLUSIONS  

 

Performance comparison of the deep learning methods for 

face mask detection was performed in this study. Identifying 

people who do not wear face masks in the community is an 

important task since COVID-19 is a respiratory disease that 

passes from person to person by droplets from the respiratory 

tract where mask protect people from the infected ones. Deep 

learning methods were used in this study because of their great 

success in image and video processing tasks. CNN, 

MobileNetV2, VGG16 and ResNet50 were the used deep 

leaning models. CNN was trained from the scratch and transfer 

learning is applied for the other methods. 9,848 images 

obtained from four different face mask dataset were used. The 

best face mask detection performance was obtained from 

VGG16 with 97.82% accuracy. It is shown that VGG16 can 

be used effectively to detect faces without mask. This system 

can be used in crowded public areas to warn people without 

mask that may help the reduce the risk of pandemic. 
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