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 Steganography is the process of concealing sensitive information within cover medium. This 

study offers an efficient and safe innovative image steganography approach based on graph 

signal processing (GSP). To scramble the secret image, Arnold cat map transform is used, 

then Spectral graph wavelet is used to change the cover and scrambled secret image, 

followed by singular vector decomposition (SVD) of the modified cover image. To create 

the stego image, an alpha blending process is used. To produce the stego image, GSP-based 

synthesis is used. By maintaining the inter-pixel correlation, GSP improves the visual 

quality of the produced stego image. The effects of image processing attacks on the 

suggested approach are examined. The investigational results and assessment indicate that 

the proposed steganography scheme is more efficient and robust in terms of quality 

measures. The quality of stego image is evaluated in respect of PSNR, NCC, SC and AD 

performance metrics.  
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1. INTRODUCTION 

 

Nowadays, the utmost prevailing communication means 

amongst individuals across the globe is the internet. The usage 

of the internet removed the hindrance to interchange the data 

among individuals. To exchange confidential or private 

information; security and privacy are the most pressing matter. 

Steganography is a key solution to provide a higher level of 

security to exchange concealed information [1]. 

Steganography refers to ‘covert communication or secretive 

composition’, this is the primary feature of steganography 

which separates it from other related techniques like 

cryptography and watermarking [2]. While cryptography 

changes information so that it cannot be observed by an 

intruder, steganography conceals the existence of concealed 

information; this critical characteristic shields the hidden 

message from a spectator [3]. The exchange of encrypted 

information may be apparent since it may draw the attention 

of a spectator, whereas obscure practice will not. 

Watermarking is a strategy to ensure licensed or copyright 

protection. The prime target of watermarking is to identify the 

proprietor, not to hide secret data. Steganography creates a 

secret channel which is proficient in disguising the concealed 

data. Among different advanced media like picture or image, 

sound, video and so forth; anyone can be picked as cover or 

carrier media, yet more appropriate are image and sound as a 

result of their serious extent of excess [4]. Steganography is 

widely utilized in military, safeguard, and insight offices for 

secure correspondence of surreptitious information. 

Steganography methods are categorized into two primary 

domains: spatial and frequency domain [5]. In the spatial 

domain-based technique secret message is unswervingly 

inserted into carrier image pixels however, in the latter method, 

the carrier image is converted in frequency domain first then 

surreptitious information is inserted. Therefore frequency 

domain approach is more robust in nature [6]. The current 

frequency domain techniques depend on fast Fourier transform 

[7], discrete wavelet transform (DWT) [2, 3], discrete cosine 

transform [8], curvelet transform etc. [9]. In recent years, in 

the field of image processing, to analyze an image signal 

wavelet transform is originated as an alternate of Fourier 

transform and other related transforms [10-12]. Wavelets are 

numerical or mathematical procedures to analyze and 

synthesize a signal in the time domain. Nowadays, wavelet 

transform is accepted by many applications like printing, 

mobile applications, digital photography, digital library, 

medical imagery, e-commerce, color facsimile, scanning, and 

image compression, etc. Recently, researchers have shown 

interest in graph signal processing (GSP) to study 

multidimensional data and creating a graph from the specified 

data [13, 14]. The GSP is mainly used to depict the accurate 

information of the data. Several graphs can be framed from an 

image [13, 15], GSP tool delivers the adaptability of selecting 

a graph like grid, cube, spiral, ring etc. according to the 

effectiveness of a signal. In recent years, plenty of research has 

been done from typical wavelet transforms to graph wavelet 

transform [16]; various multi-scale transforms are proposed in 

[17-19]. The fundamental preferences of utilizing a graph 

wavelet-based methods are (i) it has more noteworthy 

numerical dependability in recreation as it provides more 

localize, frequency, and temporal information [13, 16] (ii) 

graph is more appropriate for multidimensional information 

investigation such as network, image etc. [15], (iii) graph 

wavelet repels the receiver to splinter the data itself [20]. The 

graph wavelet stores the inter-pixel information that can be 

further used to rebuild the original data. 

This paper proposes secure image steganography depends 

on spectral graph wavelet. The main impact of applying the 

spectral graph wavelet on image, is to produce a stego image 

with high visual quality by leveraging inter-pixel correlation. 
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The embedding technique consists mainly of three processes: 

(i) Arnold transform [21] based scrambling of the secret image 

using a secret key (ii) SVD transformation of the cover image 

to find out singular values of cover for embedding (iii) 

blending operation to embed the secret image inside the 

singular value diagonal matrix of the cover image. The quality 

of the extracted image is attained by using graph signal 

processing. The performance of the proposed method is tested 

on the various cover and secret images of different sizes. The 

quality of the stego image and the decoded secret image is 

achieved by changing the value of the alpha (blending factor). 

Several image processing attacks are performed to check the 

robustness of the proposed scheme. 

The rest of this work is organized as follows: Section 2 

shows the related work carried out in the field of image 

steganography. The methodology of the proposed image 

steganography technique is introduced in depth in section 3. 

The investigational results, performance analysis, and 

robustness testing are presented in section 4. Finally, the 

conclusion is drawn in section 5. 

 

 

2. RELATED WORK 

 

To achieve a higher level of security during data transfer, 

various steganography techniques have been developed. A 

steganography method proposed by Chan and Chang [22] is 

least-significant bit substitution (LSB), where the LSB of the 

pixels is altered to insert the secret information. A method 

using DWT transform with LSB substitution proposed by 

Prabakaran and Bhavani [23]. DWT is applied on cover and 

secret image both, the secret image is embedded using two 

secret keys which makes the stego image indistinguishable 

from the cover [24]. The optimum hiding capability-based 

steganography for concealing the moderately huge size secret 

image inside a comparatively small size carrier image is 

developed by Archana et al. [25]. A DWT-based 

steganography is proposed by utilizing LSB substitution, 

where the adaptive hiding function is used in integer wavelet 

to optimize the hiding capacity [26]. The steganography 

technique where the embedding algorithm is allowed to 

choose any cover media to make the stego image least 

detectable is proposed by Kumar, V. and Kumar, D. [5]. The 

Mid position value-based image steganography method is 

presented where Arnold transform is applied to scramble the 

cover image and mid position value (MPV) over a scrambled 

cover image is applied to insert bits of a secret image [27]. 

Integer Wavelet Transform (IWT) is applied to the images and 

for scrambling of the secret image; the Arnold transform is 

applied in the study [28]. Information embedding is performed 

using LSB substitution and Arnold transformation is applied 

twice consecutively in the study [29]. Mathematical 

decomposition techniques [30] are applied on contourlet 

coefficients of the carrier thereafter secret data is implanted 

into factorized coefficients. Framelet transform is carried out 

in the study [31] on a cover image to get transform coefficients 

for embedding Secret information. A genetic algorithm is used 

to map information in DWT coefficients of 4 × 4 blocks of the 

carrier image. Then optimal pixel adjustment process (OPAP) 

is subsequently applied to insert the secret data [32]. A robust 

modified DWT-based steganography method is proposed by 

Kumar, V. and Kumar, D. [33], in which secret key 

computation and blocking methods are used. A graph wavelet-

based steganography is proposed by Sharma et al. [34] where 

graph wavelet is applied on the cover and secret images to get 

a good quality of stego. SVD and DWT-based steganography 

method is presented by Lakshmi Sirisha [35] where secret 

image features are stored in the LL band. 

 

 

3. BACKGROUND 

 

3.1 Graph signal processing 

 

A digital image can be denoted as a graph by showing each 

pixel as a vertex, joining every pixel to one another of an 

image. Pixel value in an image is treated as a graph signal T in 

the graphical representation of an image [15, 16, 29]. In this 

paper, we apply a weighted undirected graph which is 

represented as G = (V, E, W), where V is a set of vertices or 

pixels and |V|= N. Nodes are connected using a set of weighted 

links called edges of a graph represented as a set E= {eij : vi, vj 

∈ V}. W is a set of weights contains wij of an edge linking 

vertices vi and vj. The pixel value or intensity xi is the ith 

element of the graph signal T on vertex vi. Everything about 

graph signal representation is described in the researches [13, 

15]. The graph is generally represented using adjacency matrix 

M where each item is shown as wij, which is the weight of an 

edge joining a vertex vi and vj. The Gaussian weight can be 

derived from the pixel values using Eq. (1) A degree matrix D 

is a graph where each di is the addition of all the edges linked 

to vertex vi. The Laplacian is a difference operator carried out 

on graph signal T as shown in Eq. (2) and the Laplacian graph 

can be obtained by Eq. (3) [36-38].  
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Here, b is the empirically determined parameter. 
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L D W= −  (3) 

 

Here, L is a semi-definite symmetric matrix containing a 

discrete set of E non-negative eigenvalues λk.  

 

3.2 Spectral graph wavelet 

 

The spectral graph wavelet [38] is created using 

eigenvectors Zk of the Laplacian graph. Therefore the spectral 

graph wavelet ψh,n(m) is defined in Eq. (4) on scale h and 

vertex n.  

 

( ) ( ) ( ) ( )
1

,

0

 
N

h n k k k
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=
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Here, kernel p is a wavelet generating function, in our 

approach we used Meyer wavelet to generate kernel p and 

scaling function s, which are defined in Fourier domain as Eq. 

(5) and Eq. (6). The low-frequency φn(m) of the graph signal 

is defined as Eq. (7). 
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where, 4 2 3( ) *(35 84* 70* 20 )y y y y y= − + − ; λ1=2/3, 

λ2=2λ1 and λ3=4 λ1. 

 

 

4. PROPOSED STEGANOGRAPHY APPROACH 

 

The proposed technique involves mainly two processes 

encoding or embedding process and decoding or extracting 

process. During the embedding phase firstly Arnold cat map 

transform is applied by means of a secret key to scramble the 

secret image [21, 37]. Scrambling is a procedure of 

rearranging the pixels of an image to make the image visually 

unreadable while keeping pixel values unchanged. The 

technique becomes more robust by applying Arnold cat map-

based scrambling over on a secret image. It enhances the 

security of the hidden secret image. After applying Arnold Cat 

Map transforms operation to the secret image, a scrambled 

image is produced as shown in Figure 3(c). 

Let 𝐴 = [
𝑎
𝑏

] is an image matrix of size NXN, the Arnold 

transform is performed using the following formula: 

 

a 1 1 a
Mod N

b 1 2 b

     
=     

     
 (8) 

 

The Arnold Cat map transform shears the image in x and y 

direction by the factor 1, followed by evaluation of modulo. It 

provides security or confidentiality to our proposed technique. 

Formerly, apply GSP-based analysis on the cover image and 

scrambled secret image separately to generate spectral graph 

wavelets of both the images. Further, apply singular vector 

decomposition (SVD) transform on the graph wavelet of the 

cover image to compress the image without losing its quality.  

Single value Decomposition (SVD) [39, 40] is a 

factorization of an m x n matrix A into the product of three 

matrices 𝐴 = 𝑈𝑆𝑉′. The two matrices U of size m x m and V 

of n x n are orthogonal unitary matrices, whereas S is a singular 

value diagonal matrix with nonnegative items. It is a 

mathematical illustration of an image and decomposes the 

features of an image into matrices. Applying SVD on the cover 

image in image steganography has two major advantages, first: 

a slight difference in singular values of image does not disturb 

the visual quality of an image and second, it offers more 

robustness against attacks. Further, an alpha blending 

operation is implemented on the S matrix generated using SVD 

transformation of spectral graph wavelet based cover image 

and spectral graph wavelet of scrambled secret image using 

Arnold transform. This operation generates a blended image 

matrix. Alpha blending operation is the process of combining 

or overlaying two images to produce a new-fangled image. 

The alpha blending operation is done using the following 

equation: 

 

S GACA S S= +  (9) 

 

where, CA is the blended image, SS is the diagonal matrix 

obtained after SVD transformation on the cover image and SGA 

is the spectral graph wavelet of Arnold scrambled secret image. 

Here α signifies a blending factor to control the noticeability 

of the secret image. The value of α should be 0< α < 1 as the 

value 0 means the fully transparent color and 1 signifies the 

opaque that means the value of α influences the visual quality 

of generated stego image. After performing the alpha blending 

operation, Inverse SVD transformation is applied to the 

blended image. Now, apply the graph synthesis process 

(inverse of graph wavelet) to generate the stego image.  

The extracting framework or decoding process involves the 

same strategy in a reverse manner. 

 

4.1 Encoding phase 

 

The process or flowchart of the encoding or embedding 

phase of the proposed steganography technique is shown in 

Figure 1 and algorithmic steps of the technique are as shown 

in algorithm 1. 

In algorithm 1, step one is about taking the input as the cover 

image C and the secret image S followed by resizing of the 

secret image as per the size of the cover image in step 2. In 

step 3, Arnold transforms on secret image S is applied using a 

secret key K to generate scrambled image SA in procedure 

Arnold(S,K), here the function calculates the new pixel 

positions of the secret image by using Eq. (8). In step 4, the 

procedure GSP_2dgrid(N) designs a two-dimensional grid 

graph with NxN nodes and returns a graph structure G. The 

procedure GSP_design_meyer(G,Nf) in step 5 returns Meyer 

wavelet with two filters for designing the graph. In step 6, the 

procedure gsp_filter_analysis(G,p,C) applies SGWT or GSP-

based analysis on cover image C and generates an image CGA. 

The procedures used in steps 4,5 and 6 are predefined 

functions of the Graph Signal Processing Toolbox in 

MATLAB or Python. Further, SGWT is applied on Arnold 

scrambled secret image SA and gets an SGWT image SGA in 

step 7. The Singular vector decomposition (SVD) on CGA is 

applied in step 8 to get 2-D matrices US, SS and VS. in step 9, 

Alpha blending operation is performed on the scrambled 

image SGA and the diagonal matrix SS to get the image CS 

followed by Inverse SVD on CS image to get image IS using 

formula US*CS*VS’ in step 10. Finally, inverse graph wavelet 

or GSP-based synthesis process is applied on IS to get stego 

image I in step 11. The function to compute Arnold transform 

is defined in the algorithm 1. 
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Algorithm 1: SGWT Embedding Algorithm 

 

Input: Cover Image C, Secret Image S 

Output: Stego Image I. 

Require: Key K=10, Number of Nodes N=16, Number of Filters Nf=2 

 

(1)      Read image C, S 

(2)      S = resize(S,size(C)) 

(3)      SA= Arnold(S,K)                             // function to compute Arnold transform 

(4)      G= GSP_2dgrid(N)   // 2-D grid graph design 

(5)      p=GSP_design_meyer(G,Nf)  // Meyer kernel wavelet  

(6)      CGA = gsp_filter_analysis(G,p,C)  // to compute SGWT of cover 

(7)      SGA= gsp_filter_analysis(G,p,SA)  // to compute SGWT of scrambled 

(8)      [US,SS,VS] =SVD(CGA)   // SVD computation of  cover graph 

(9)      CS=1.*Ss+alpha.*SGA   // alpha blending 

(10)      IS=US*CS*VS’                 // Inverse SVD transform 

(11)      I= gsp_filter_synthesis(G,p,IS);         // Inverse of SGWT to generate stego 

 

Procedure:  Arnold(S,K) 

(1) Read the secret image S and get its Size NxN 

(2) For k=1 to K 

(3)       for each row x and column y do 

(4)            X=(x+y)ModN 

(5)            Y =(x+2y) ModN       

(6)           O(X,Y)=S(x,y) 

(7)          Return O 

 

 
 

Figure 1. Block diagram of the encoding process of proposed 

steganography technique 

 

4.2 Decoding phase  

 

The decoding procedure is the opposite of the encoding 

procedure. First, perform graph wavelet analysis on the stego 

image. Take the SVD transform of the stego image, then apply 

the alpha blending function between the diagonal matrices of 

the cover image and the stego image. The image should next 

be generated using inverse SVD, followed by graph synthesis. 

Finally, use the inverse Arnold transform to descramble the 

scrambled image. The flowchart or block diagram of the 

decoding or extracting phase of the proposed technique is 

presented in Figure 2 and algorithmic steps are shown in 

algorithm 2. 

 

 
 

Figure 2. Block diagram of the decoding process of proposed 

steganography technique 
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Algorithm 2: SGWT Decoding Algorithm 

Input: US,VS and Stego Image I. 

Output: Extracted Secret Image IS. 

Require: Key K=10, Number of Filters Nf=2 

(1) IGA = gsp_filter_analysis(G,p,I) 

(2) [U,IS,V] =SVD(IGA) 

(3) AGA =(Is-1.*Ss) 

(4) SI=US*AGA*VS’ 

(5) S= gsp_filter_synthesis(G,p,SI) 

(6) IS= inverseArnold(S,K) 
 

 

5. EXPERIMENTAL RESULTS AND DISCUSSIONS 
 

To analyze the performance of the proposed steganography 

method through experimental simulation, MATLAB software 

is used. The grayscale image Lenna.jpg having size 256 X 256 

shown in Figure 3a is taken as the carrier or cover image and 

Peppers.jpg of size 256 × 256 shown in Figure 3b is taken as 

the secret image. Different values of blending factor α in the 

range of 0 and 1 are applied during the performance evaluation 

of the proposed method. A higher value of blending factor 

signifies that good quality of the secret image is mingled 

within the cover image which gives good quality of extracted 

secret image whereas a lower value of alpha generates poor 

extracted secret image.  

The scrambled secret image after carrying out Arnold cat 

map transformation is shown in Figure 3c. The results after 

performing spectral graph analysis i.e. SGWT on the cover 

image and scrambled image are displayed in Figures 4a and 

4b; after carrying out SVD and alpha blending operations is 

shown in Figure 4c. The stego image I after applying the 

graph-based synthesis (Inverse SGWT) process looks like 

Figure 5a and extracted secret image IS extracted using 

decoding algorithm is shown in Figure 5b. It can be concluded 

from Figure 5 that the proposed approach offers improved 

visual quality of generated stego image as compared to 

existing wavelet-based approaches. The experiment is carried 

out on the different cover and stego images to check the 

performance based on different sizes and types of images as 

shown in Figures 6 and 7. 
 

5.1 Performance analysis 
 

The great visual quality of the stego image is the utmost 

indispensable feature of the steganography systems so that it 

makes it tough to notice or detect the presence of any secret 

data inside the cover media by the finders.  

The performance of the proposed approach is investigated 

with one of the quality metrics known as Peak Signal to Noise 

Ratio (PSNR) [22]. It is measured by the alteration between 

the cover image and the generated stego image. PSNR is 

determined using Mean Square Error (MSE) as in Refs. [21, 

23], C is an m×n size noise-free image and its noisy 

approximation is I, and then MSE is defined as: 
 

2

1 1

1
[ ( , ) ( , )]

m n

k l

MSE C k l I k l
mn = =

= −  (10) 

 

Here, C(k,l) and I(k,l) are the pixel value of cover image C 

and stego image I at kth row and lth column.  

Now, PSNR in dB can be defined as: 
 

2

1010 CMax
PSNR log

MSE

 
=  

 

 (11) 

Here, MaxC is the maximum possible pixel value of the 

image, in our approach MaxC is 255 as the image is a grayscale 

image, 8 bit representation is used to represent the image. The 

range of pixel values in our simulation is between 0 to 255. 

Lesser value of MSE and greater value of PSNR represent 

better quality of stego image which is hard to distinguish by 

the human eye. For the 8 bit image, the PSNR value between 

30 to 50 dB is appreciable, where a higher value is better. 

Another performance metric used to evaluate the 

performance of our approach is Normalized Cross-Correlation 

(NCC) [23]. NCC is accustomed to evaluate the degree of 

resemblance between two images. The value of NCC lies 

down in the range from -1 to 1. The value of NCC near 1 

denotes a higher correlation or similarity between two images. 

Normalized Cross-Correlation is calculated using the 

following equation shown in Eq. (12). 

 

( ) ( )

( )
1 1

2

1 1

, * ,
NCC

,

m n

k l

m n

k l

C k l I k l

C k l

= =

= =

=
 

 
 (12) 

 

The other performance metric structural content (SC) as in 

Ref. [23] is defined as follows: 

 

( )

( )

2

1 1

2

1 1

,
SC

,

m n

k l

m n

k l

C k l

I k l

= =

= =

=
 

 
 (13) 

 

The average difference (AD) as in Ref. [23] is well-defined 

as follows: 

 

( ) ( )( )
1 1

1
 , ,

m n

k l

AD C k l I k l
mn = =

= −  (14) 

 

The lower value of structural content (SC) defines in Eq. 

(13) signifies that the image is of good quality. The average 

difference (AD) evaluated using Eq. (14) having a value of 

zero or less shows the good quality of the image. 

 

        
(a)                                         (b) 

 
(c) 

 

Figure 3. Original cover image Lenna (a), secret image 

Pepper (b), Arnold transformed scrambled secret image (c)  
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Table 1. Performance evaluation of proposed 

technique for estimation of PSNR and NCC at different 

values of α for cover image: Lenna.jpg and secret 

image: Pepper.jpg 
 

α PSNR-1 PSNR-2 NCC-1 NCC-2 

0.01 63.156 5.1483 0.9999 0.4029 

0.02 54.881 6.9391 0.9996 0.5357 

0.025 52.2192 6.9476 0.9994 0.5844 

0.030 50.0642 6.9976 0.9993 0.6228 

0.035 48.2212 7.0122 0.9990 0.6598 

0.04 46.5641 7.0018 0.9988 0.7032 

0.45 45.0201 6.9465 0.9985 0.7583 

0.05 43.7156 6.936 0.9982 0.7973 

0.06 41.4749 6.9266 0.9975 0.8662 

0.07 39.7876 7.004 0.9967 0.8843 

0.08 38.3801 7.0940 0.9958 0.8863 

0.09 37.1476 7.1661 0.9948 0.8849 

0.10 36.0750 7.2634 0.9937 0.8767 

0.20 27.2963 7.5120 0.9764 0.9011 
 

     
(a)                                    (b) 

 
(c) 

 

Figure 4. GSP or spectral graph wavelet analysis of cover 

image CGA (a), scrambled secret image SGA (b), stego image 

IGA (c) on α =0.25 and number of filters=2 

 

The proposed technique is analyzed on the various values 

of α as shown in Table 1. It is analyzed, when the value of α is 

low, the value of PSNR-1(between the cover image and stego 

image) and NCC-1 (between cover and stego) is better but the 

NCC-2 (NCC between stego and cover) is low which means 

the features extracted from the stego image have poor visibility 

or less similarity index. The value of PSNR-1, PSNR-2, NCC-

1 and NCC-2 is good when the value of α = 0.25, 0.30, 0.35. 

It is noted that when the value of α increases the PSNR-1 

decreases and NCC-2 increases i.e. poor stego image and 

better-extracted image quality respectively. The experiment is 

performed on 2 channels, 3 channels, and 4 channels Meyer 

filters from the filter bank and analyzed the investigation 

results. The number of filters used in our approach is 2. 

 

        
(a)                                                  (b) 

 

Figure 5. Stego Image I (a) and extracted secret image IS i.e. 

Pepper (b) 

 

 
(a) 

 
(b) 

 

Figure 6. PSNR (a) and NCC (b) of different existing images 

on different techniques and proposed technique 
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Table 2. PSNR, NCC of different stego images and Baboon as secret image 

 

Cover Image Metric 
Steganography Techniques 

DWTS [24] DCT-DWT [5] MDWT [33] PBPVD [41] Proposed 

GoldHill PSNR 32.89 41.84 44.98 43.19 69.4828 

Bird 31.57 42.45 43.60 43.45 60.4444 

Lena 32.89 41.93 42.87 42.78 66.4022 

Raman 31.92 42.45 43.46 43.31 73.7622 

Barbara 33.15 42.57 43.97 43.97 66.2687 

BOSS-4 33.74 43.19 45.69 44.86 69.4948 

BOSS-8  34.12 43.74 44.82 44.79 68.7654 

BOSS-13  34.68 43.86 47.09 46.80 69.8673 

BOSS-25  35.30 44.02 47.11 46.21 69.3678 

BOSS-33  35.69 44.71 48.03 47.67 71.3475 

GoldHill NCC 0.8595 0.9578 0.9983 0.9856 0.9999 

Bird 0.8669 0.9429 0.9677 0.9564 0.9997 

Lena 0.8487 0.8999 0.9174 0.9121 0.9998 

Raman 0.8599 0.9162 0.9378 0.9289 0.9999 

Barbara 0.8631 0.9273 0.9488 0.9412 0.9997 

BOSS_4 0.8654 0.9244 0.9578 0.9523 0.9998 

BOSS-8  0.8719 0.9475 0.9879 0.9569 0.9999 

BOSS-13  0.8823 0.9382 0.9857 0.9695 0.9998 

BOSS-25  0.8796 0.9365 0.9834 0.9691 0.9997 

BOSS-33  0.8576 0.9185 0.9991 0.9778 0.9999 

 

Table 3. PSNR, NCC and SC for stego images with different cover and secret images 

 
Cover Image Secret Image DWT [23] Proposed Technique 

  PSNR NCC SC PSNR NCC SC 

Deer Baby 49.320 0.9943 1.0115 51.6336 0.9984 0.9968 

Deer Flower 47.943 0.9925 1.0152 58.2853 0.9994 0.9989 

Coconut Flower 52.391 1.008 0.9983 65.3415 0.9968 0.9936 

Coconut Baby 50.531 1.005 0.9898 55.4909 0.9902 0.9814 

Leena Pangram 34.0257 0.9691 - 48.6029 0.9989 0.9979 

 

Table 4. AD for stego images with different cover and secret images 

 

Cover Image Secret Image 
DWT [23] Proposed Technique 

AD AD 

Deer.Jpg 

316 X 380 

Baby.jpg  

458 X 500 
0.5071 -0.0138  

Deer.Jpg  

316 X 380 

Flower.jpg  

300 X 450 
0.7435 -0.0041 

Coconut.jpg  

768 X 1024 

Flower.jpg 

300 X 450 
-0.3275 -0.0067 

Coconut.jpg  

768 1024 

 Baby.jpg  

458 X 500 
-0.5639 -0.0026  

The proposed method is compared with existing recognized 

steganography techniques such as DWT based steganography 

(DWTS) [24], DCT and DWT based steganography (DCT-

DWTS) [5], Modified DWT based image steganography 

(MDWT) [33], and Parity bit pixel value and differencing 

based data hiding technique (PBPVD) [41]. The performance 

of the algorithm is evaluated on well-known benchmark 

images like Lenna, GoldHill, Barbara, Bird, Raman, Baboon, 

Deer Flower, baby, and other images are taken from 

BOSSBase 1.01 Dataset [42]. Table 2 shows the comparison 

between the proposed technique and aforementioned 

techniques on different cover images and a common secret 

image. It is observed that our technique gives better PSNR and 

NCC of stego images when contrasted with other existing 

wavelet methods. The investigated results are plotted and 

shown in Figure 6. Table 3 and 4 show the comparison 

between proposed technique and DWT based technique [23] 

on different cover and different secret images. It is observed, 

proposed approach gives better PSNR and NCC with lower 

value of SC which signifies the good quality of stego image. 

5.2 Robustness  
 

Different image processing attacks are performed on 

proposed technique to check the robustness of the stego image. 

We performed sharpening, Gaussian noise, rotation, gamma 

correction and transform on image. In Gaussian noise attack 

the mean value is taken as zero and the variance is 0.5, in the 

rotation attack the angle is 30 degree. 
 

Table 5. Comparison of proposed technique with others after 

performing image processing attacks (quality metric PSNR) 

for cover image GoldHill.tif and secret image Baboon.jpg 

 

Attacks 
Steganography Techniques 

LSB DWS DCT-DWTS Proposed 

Sharpening 10.71 11.23 11.95 29.2300 

Gamma 

Correction 
10.05 21.91 25.54 56.8309 

Gaussian Noise 10.06 16.27 18.69 27.6828 

Transform 10.52 12.30 12.61 33.4972 

Rotation 10.93 21.31 24.87 56.8301 
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The cover image GoldHill.jpg is taken as the cover image 

and Cameraman as a Secret image. It is observed from Table 

5, the proposed technique is more robust than present 

techniques as compared to Refs. [5, 22, 24]. The proposed 

scheme offers better PSNR value as compared to other 

schemes under investigated image processing attacks as shown 

in Figure 7. The PSNR value of the attacked stego image is 

still good which shows that the stego image is not much 

disturbed with performed attacks by which quality of extracted 

image will not be not affected. 

 

 
 

Figure 7. PSNR of stego image after performing attacks 

 

 

6. CONCLUSION 

 

For grayscale images, a graph wavelet-based safe and 

efficient steganography technique is suggested. Experiment 

results show that the suggested method improves the visual 

quality of stego and secret images in terms of PSNR, NCC, SC, 

and AD. The cover image is not required for this method to 

retrieve the hidden image. The suggested method is more 

resistant to different image processing attacks. The Arnold 

transform, SVD, and spectral graph wavelet improve the 

approach's robustness and security. It has been determined by 

comparing the findings that the suggested approach 

outperforms the other current methods. 
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