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 Virtual Reality (VR) is increasingly being used in the area of training. Especially for 

professions where errors can cost human lives, VR simulation training can be valuable. 

Therefore, VR is very suited to improve CBRNe training. To maximize the effectiveness 

of VR training, it is imperative that such a CBRNe VR training is introduced and 

implemented sensibly. Building on data from workshops with police officers, trainers and 

other experts in policing, this study aimed to conduct a comprehensive SWOT analysis, 

to uncover the current Strengths and Weaknesses of VR as well as identify potential future 

Opportunities and Threats to a successful implementation of VR in CBRNe training. 

Results showed that the strengths of VR for CBRNe training are, amongst others, the 

ability to realistically simulate dangerous situations that are difficult to organise in real-

life, the possibility for trainees to train regularly and at any location, and the fact that 

trainings can be recorded and comprehensively reviewed with trainees afterwards. Lack 

of technology acceptance, economic aspects, incomplete requirements and technical 

limitations are the main weaknesses of VR. This has resulted in the formulation of a set 

of 10 important guidelines to successfully introduce and implement VR in CBRNe 

training practices. 
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1. INTRODUCTION 

 

In recent years, CBRNe risks (Chemical, Biological, 

Radiological, Nuclear, explosives) have become a global 

threat and an important safety concern [1]. There is a strong 

need to thoroughly prepare for adequate responses to 

accidental or intentional CBRNe disasters or attacks [2]. When 

managing a CBRNe situation, four phases will have to be dealt 

with: threat, preparedness, response and remediation [3]. A 

key part in being able to deal with such situations effectively 

is the training of all actors involved, such as first responders, 

law enforcement agencies, paramedics, or the military [1-5]. 

However, the training needed for responding to CBRNe 

threats or disasters is often far beyond the training that these 

actors actually receive, as there is often little extra time, budget 

or logistic possibilities to organize training for rarely occurring 

CBRNe incidents [2]. Nevertheless, actors from these different 

professions might feel more prepared or be more willing and 

ready to respond to CBRNe incidents if they receive 

specialized training. For example, a study with paramedics 

showed that those who recently (i.e., in the prior three years) 

received CBRNe training were more willing to respond to 

CBRNe, and that willingness was furthermore positively 

related to the quality of their training [4]. Willingness and 

feelings of readiness increased if the paramedic’s training 

involved simulations and hands-on practices [4]. 

Within emergency planning training, and CBRNe training 

specifically, five different levels of exercise can be 

distinguished that need to follow in successive order to allow 

trainees to master each level before moving on to the next [1]. 

These five levels are: (a) orientation (low-stress informal 

discussion in group with little or no simulation), (b) drill 

(coordinated exercise used to test a single specific operation or 

function, also involving the deployment of equipment and 

personnel), (c) Table-Top exercises (group analysis of an 

emergency in an informal, stress-free environment), (d) 

functional exercises (fully simulated and semi-realistic 

exercises that test the capability of an organization to respond 

to a simulated event, but without the actual deployment of 

equipment and personnel), and (e) full-scale exercises (a 

simulated emergency event, as close to reality as possible, 

involving all emergency response functions and requiring the 

full deployment of equipment and personnel [1]. 

There are many reasons as to why one should carry out 

regular training and exercises, such as (a) being able to test and 

evaluate plans, policies and procedures, (b) reveal and respond 

to weaknesses and gaps in these plans, (c) improve individual 

performance, organization, communication and coordination, 

and (d) train personnel and make sure they understand and are 

able to execute their roles and responsibilities [1, 2]. 

Ideally, effective CBRNe training programs should be as 

closely linked to reality as possible [1, 3]. However, often such 

scenario-type training is very limited in time and frequency 

and not very realistic, decreasing possible learning benefits 

from such trainings [5]. Large-scale realistic CBRNe 

simulation exercises are logistically very difficult, expensive 

and time-consuming to organize, not to mention the ethical, 

safety and security issues they impose [6-9]. In this 

contribution, it will be investigated whether Virtual Reality 

solutions could be an added value to CBRNe training 

International Journal of Safety and Security Engineering 
Vol. 11, No. 4, August, 2021, pp. 295-303 

 

Journal homepage: http://iieta.org/journals/ijsse 
 

295

https://crossmark.crossref.org/dialog/?doi=10.18280/ijsse.110402&domain=pdf


 

programs, especially for functional and full-scale exercises 

(see above).  

Virtual Reality (VR) is increasingly finding its way in the 

area of training and education. Especially for professions 

where errors can cost human lives, such as for surgeons, the 

military, aviation and policing, the use of VR for simulations 

and other forms of hands-on training practices is becoming 

increasingly common [10]. The emergence of innovative new 

technologies such as VR and the continuous improvement of 

these technologies continue to open up new potential in 

computer-based training applications [10]. VR is an especially 

useful tool to design and set up regular simulation training that 

can complement more traditional learning methods, such as 

classroom-based learning and live training simulations [6, 11, 

12]. Simulation training in VR offers great advantages over 

real-life simulation. For one, it is less cumbersome to set up 

than large-scale real-life simulations. Computer-based 

simulations allow for trainees to train more regularly (and thus 

also increasing personal training time as well as training 

different positions or tasks) and independent of location. 

Furthermore, simulation training in VR makes it possible to 

train in dangerous situations which would otherwise pose too 

much danger for the safety of the trainees or other persons 

involved and might not even be allowed to train in real-life. It 

also allows for the inclusion of vulnerable populations (e.g., 

children, elderly people, animals) or dangerous equipment 

(e.g., explosive materials) that would, from an ethical point of 

view, not be allowed in real-life simulation training. 

VR allows users to immerse themselves in specific 

situations and gives them the feeling of being physically there. 

Realistically simulated crisis scenarios, in which trainees are 

fully immersed, allows trainees to actively practice the 

application of their acquired knowledge and expertise while 

also being exposed to all the perceptual, motor, and cognitive 

deficits that are also experienced in real-life high-risk 

situations [13-15]. VR training encourages input, by turning 

the trainees into active users who must physically and mentally 

engage to participate. Thereby, VR experiences stimulate 

tactile, visual and auditory senses and therefore ensures to 

satisfy a range of different learning styles or types. 

Evidence shows that the use of VR is useful when the 

training domain is complex and difficult to master [16, 17] and 

when the audio-visual features of the training environment, 

assisted by haptic feedback, are crucial to the overall training 

success [18]. This makes virtual environments an ideal 

solution for training in areas in which the context of the 

training is not easily available or replicable due to logistical, 

security or safety reasons [19]. It offers controlled, easily 

generated environments that allow for repetition of and variety 

in different training situations, which is needed to master new 

skills, generalize competencies across situations an adapt 

better to novel situations [20]. 

VR thus demonstrates its ability to radically transform 

CBRNe training and learning. From traditional classroom 

environments to extreme training situations, VR reduces 

investment and increases enrichment across a range of 

industries. The possibility to train in virtual environments 

enables completely new perspectives to design and create 

training curricula and scenarios. Training of dangerous 

situations, independence of real-world settings or usage of 

non-allowed equipment are now possible. On the other hand, 

the measurement of performance and training progress in VR 

is a game changer for trainers. Training practices can be 

recorded, analysed and reviewed together with the trainees 

frame by frame. Virtual environments offer a maximum of 

experimental control, are easy to iterate and allow for new 

forms of feedback and performance monitoring. 

Regardless of all these potential advantages of using VR 

environments for CBRNe training, there is a need for 

guidelines and heuristics in practice and in the introduction of 

VR systems in CBRNe training in order to avoid errors at an 

early stage of the development and implementation. To 

successfully start using VR as a training tool, especially when 

the use of VR in a certain training domain is not yet well 

established, requires a well-considered implementation 

strategy. This is what is currently being developed in the 

European Union’s Horizon2020 project SHOTPROS (grant 

No. 833672) [21].  

The SHOTPROS project aims to investigate the influence 

of psychological and contextual human factors (HFs) on the 

behaviour of decision making and acting (DMA) of police 

officers under stress and in high-risk operational situations. 

This enables the design of better and more effective training 

programs for police officers to improve DMA performance in 

real-time critical operations. To achieve this, SHOTPROS is 

developing a VR solution to experimentally assess the degree 

to which these factors influence DMA behaviour.  

Subsequently the project will develop a HF-rooted training 

curriculum and a corresponding VR training solution to 

provide a comprehensive framework for practical training of 

DMA under stress and in high-risk (DMA-SR) situations. The 

training will increase DMA-SR performance, which in turn 

will lead to better and more correct decisions during operations 

(from several perspectives, e.g., legal, ethical, proportionality, 

effectiveness), remaining more in control in threatening 

situations, a decrease in use of force occurrences as well as 

casualties and collateral damage. 

The goal of the present study is to conduct a SWOT 

(Strengths, Weaknesses, Opportunities, and Threats) analysis 

on data collected from police officers, police trainers, and 

other experts in the context of the SHOTPROS project, to 

uncover the advantages and disadvantages of the usage of 

virtual training environments in safety-critical situations, as 

well as the opportunities such usage offers and the threats it 

can also impose. This results in a set of 10 practical guidelines 

for setting up VR training in the context of CBRNe training. 

 

 

2. METHODOLOGY 

 

As part of the SHOTPROS project, six ‘user requirement 

workshops’ were organized at six Law Enforcement Agencies 

(LEAs) across Europe: one in Belgium (Brussels), one in the 

Netherlands (Amsterdam), one in Romania (Bucharest), one 

in Sweden (Stockholm), and two in Germany (Selm and 

Berlin). A total of 60 police officers and police trainers took 

part in these intensive 1.5-day workshops. The workshops 

comprised of different sessions related to different topics on 

VR training of police officers in DMA in high-risk and high-

stress situations, such as CBRNe situations. Focus groups 

were organized to discuss current training practices and future 

training needs of police officers, and a Wants and Needs 

analysis was conducted to uncover specific functional and 

non-functional requirements that participants had for VR 

training for police officers in the context of DMA-SR.  

This resulted in a large data pool that was further enriched 

by 10 in-depth interviews with a total of 14 experts in the field 

of police training (e.g., academy leaders), policy making (e.g., 
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heads of police), legal and/or ethical issues (e.g., head of legal 

department), or any other type of expertise they considered 

relevant (e.g., instructors from Special Forces). 

On the data gathered from the workshops and interviews, a 

SWOT analysis was conducted. A SWOT Analysis is a 

strategic planning framework and is therefore an important 

tool for situation analysis that helps to identify organizational 

and environmental factors. The goal of the SWOT analysis is 

to identify what are the strengths of using VR as a training 

medium and what are currently its weaknesses. From this, it is 

also possible to determine what opportunities are still open for 

VR training and how we can use the strengths of VR to create 

more and better opportunities. Finally, knowing the 

weaknesses of VR as a means for police training, will also help 

identify the possible threats that may inhibit wide-spread and 

effective use of VR as a training medium.  

Coming to the SWOT analysis was an exploratory process. 

The data consisted of all the transcripts from the workshops 

and the summaries of the observers and facilitators of the 

workshops. Transcripts of the interviews were also included in 

the analysis. All data was pooled, analyzed and coded into the 

four categories of a SWOT: Strengths, Weaknesses, 

Opportunities, and Threats. Five experts in the fields of 

technology experience and VR, management and business, 

and criminology first categorized all the data separately in one 

of the four segments of the SWOT matrix. Their 

categorizations were then thoroughly discussed to come to the 

final SWOT analysis. 

Based on this SWOT analysis, an extensive set of practical 

guidelines was created by the experts for the successful 

development, set up, and implementation of effective VR 

training programs. Next, each of the five experts ranked the 

guidelines in terms of importance. These rankings were then 

discussed and a final set of the top 10 guidelines was derived 

and will be presented in this study.  

 

 

3. RESULTS AND DISCUSSION 

 

3.1 SWOT analysis 

 

To uncover the advantages and disadvantages of the use of 

virtual training environments in safety critical situations a 

SWOT analysis of the gathered knowledge and data was done. 

 

3.1.1 Strengths 

The first advantage of using virtual training environments 

that was mentioned by many of the police professionals is that 

it allows for individualized training trajectories. Contrary to 

real-life training settings, where trainee performance is usually 

evaluated based on quick, subjective observations, VR offers 

the possibility to automatically record all the relevant metrics 

to evaluate training performance in each session, calculate the 

expected future performance, and as such make the learning 

progress measurable and plannable. Standardized quantitative 

parameters and statistics can be extracted by the VR system, 

such as usage of tactical weapons/devices, movement of the 

trainees in VR, distance measurement to objects and persons 

involved, object recognition rate, time to complete a task, or 

number of shots fired/missed. Furthermore, bio signal 

indicators can be used, such as breath rate, heart rate, or body 

temperature. It is, however, important that the metrics used to 

evaluate the training performance are always determined 

based on the specific training objectives. Therefore, metrics 

can differ depending on the concrete training task or VR 

setting. Another strength of using VR for training is that all the 

actions of each trainee are recorded, even if they are training 

together, and can be reviewed in full after the training exercise. 

On an individual level this can help to get a more precise 

view of one’s ability level and to set better, more realistic goals. 

Team process feedback for virtual teams has shown to have a 

positive effect on the motivation of less motivated participants 

and overall has a positive effect on team performance [22]. 

Secondly, the prospect of more personalized training 

sessions was often put forth by many as a key feature of VR 

training. Virtual training programs can be adapted to the 

trainee in real-time in terms of difficulty level, based on the 

strengths and the weaknesses of the trainee. In coordination 

with the trainer, focus points can be set, which are 

consequently trained interactively with the trainee. This results 

in a semi-automated process, where the trainers are relieved of 

the duty to have to do the trainings themselves. the trainings 

themselves, thereby freeing resources which can instead be 

allocated to monitoring the progress and strategically setting 

new goals and focus points for their trainees. 

Another strength of virtual training is seen in the increased 

frequency of training sessions resulting in more repetitions, 

which leads trainees to learn and retain their knowledge better. 

Retention is further strengthened by the immersion and the 

accompanying increase in emotional affect [23]. In a real-life 

scenario, trainings are laborious and costly, which limits the 

number of training sessions per trainee. A tactical training in 

the military for example, needs to be built up, and can be used 

by one training group at a time. In VR, multiple groups could 

train in parallel sessions, each one personalized to the 

respective group. As VR training can also be done from home, 

costs in transport, catering and housing for participants of a 

training event can be cut drastically, whilst the trainees whilst 

the trainees can train more often.  

Lastly, VR training opens up possibilities for debriefing the 

trainee and reporting the results of a session in a way that 

would not be possible otherwise. By means of a dashboard, the 

trainer has an overview of the key performance indicators, past 

and present, as well as the possibility to jump directly to a time 

of interest during the training. By replaying key scenarios and 

adding to that the relevant metrics, trainees can learn more 

efficiently from their actions, by getting a more complete view 

on what went well, what did not, and, most importantly, which 

specific measures need to be implemented in order to improve 

their performance. 

 

3.1.2 Weaknesses 

Besides the advantages that virtual training environments 

offer to police professionals, there were also criticisms that 

need to be addressed. As VR is still a growing technology, the 

dependency on the suppliers of the technology is high. Certain 

desired features of a training may not be implemented yet, as 

the manufacturers simply do not offer the required technology 

needed for a feasible price. Economic aspects are furthermore 

an issue, as the initial cost of acquiring the hardware and 

software for virtual trainings, as well as the costs of 

maintenance are considerable. However, these costs are 

relative, as a VR scenario, once fully developed, can be reused 

at any time (whereas real-life simulation training cannot). 

Taking it a step further, the lack of overarching norms and 

standards in hardware and software make it difficult to choose 

what system to buy in the first place. Trainings developed in 

one engine often cannot be imported into another one, thereby 
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limiting the exchange rate of content between and within 

organizations. The field of VR research still lacks a sound 

theoretical basis, as well as technical standards, that are 

required for growth of a given field [24]. This makes it hard 

for decision-makers within the police to choose a system, and 

to justify the purchase to their superiors. 

Adding to that, the acceptance of modern technology in 

traditionally face-to-face environments like police training can 

vary from employee to employee within a unit. Additionally, 

if the trainer is not convinced of the virtual training method, 

the quality of the training will suffer. Resistance to new 

technology is not a new phenomenon, especially coming from 

older employees within a company [25]. Even from within our 

own sample came unimpressed, resistant voices, that rejected 

the use of VR altogether. 

The success and effectiveness of a virtual training is also 

dependent on the quality of the requirements put forth for the 

development. If there are features that are missing, or that are 

only formulated vaguely, the training development becomes 

obscure and the quality of the resulting product will be 

questionable at the least. Especially when there is no 

designated position concerned with modern technology like 

VR, a lack of understanding of the possibilities and issues with 

the technology can lead to problematic decision-making 

regarding acquisition, use and development of virtual training 

systems. 

 

3.1.3 Opportunities 

A promising vision for the future coming out of the 

workshops is the implementation of large-scale simulations 

with multiple teams from different disciplines, which together 

represent the network of professionals associated with certain 

safety-critical events. For example, different agencies like the 

police, the military, first responders and nuclear, biological 

and chemical (NBC) disposal technicians are all involved in a 

scenario, probably coordinated by different people. A training 

like this would be high in realism, as it is a holistic 

representation of reality, where sources of error might surface, 

which would not be found if every unit just optimized their 

own activities. This is listed as an opportunity because it 

requires many different institutions to cooperate and is 

therefore an external factor not directly in control of the 

agency that is adopting VR training. Maybe a central VR 

coordination office could help as an overarching institution in 

charge of making these large simulations possible. 

Right now, because of pragmatic and economic reasons, the 

trainees are the only agents inside the VR simulation besides 

the trainer. They interact with NPC’s (non-player characters) 

to simulate the human aspect of a certain scenario. NPC 

behavior does not yet compare with real human behavior and 

interaction, which often is a critical factor in CBRNe situations. 

Therefore, an opportunity for the future would be human 

agents within the simulated learning environment, playing the 

role of civilians, hostages, etc., which formerly were simulated 

NPCs. This would further add to the realism of the training, as 

well as train interpersonal skills of the trainees, which can be 

determinants of success of operations. 

Furthermore, machine learning opens up many 

opportunities for better trainings. Based on the recorded 

performance metrics data of the trainees inside the VR 

learning environment, learning algorithms can be applied to 

find new strategies and tactics, which might result in 

completely new concepts. Learning antagonists would be 

another opportunity of machine learning, forcing the trainees 

to continuously adapt their strategies, preventing plateauing, 

keeping learners engaged and motivated. 

As data are the basis for the success of machine learning 

algorithms, more sources of data collection could be integrated 

in the future. Examples would be eye-tracking, physiological 

measures and movement tracking, resulting in a multi-layered 

perspective on performance and experience in the scenarios. 

Cutting-edge technology like haptic feedback suits could 

further increase realism and immersion of the virtual 

environments, which leads to more ecologically valid 

measurements [26]. 

Lastly, virtual trainings can be applied in a multitude of 

areas, like tactical training, behavior training, law and 

regulations training, and many more. Those areas of 

application represent potential markets that can be expanded 

to in the future. Also, this diversity will be beneficial for 

developing new trainings, as competition and cooperation 

accelerates growth.  

 

3.1.4 Threats 

As learning environments in VR have game-like 

characteristics (repeatability of scenarios, different difficulty 

levels, simulation without real consequences) there is the 

threat that trainees might not take their VR training seriously. 

To avoid that, a clear communication about the effectiveness 

and real-world applicability of the technology is key to 

convince every trainee of the advantages and the validity of 

the training method. 

Also, training in VR requires the trainer to know how to 

handle the technology, so that technical problems do not stand 

in the way of the learning experience. After-action reviews or 

the selection of different scenarios and their difficulty level 

will take some learning on the trainer’s side and might be a 

threat to a smooth session when the trainers themselves are not 

well trained. ‘Train-the-trainer’ programs therefore are a 

necessity for the program’s success. 

Training data from professionals in safety-critical 

occupations is sensitive information. For example, should 

terrorists get a hold of police training data, they could adapt 

their strategy to blind spots in the training, possibly 

compromising the safety of civilians. Data protection of 

training results is therefore crucial, and one of the biggest 

threats to using virtual training environments in this context. 

Additionally, privacy concerns might be raised by the trainees 

themselves, as every move and gaze can be tracked inside VR. 

In a study by Kupin and colleagues, the researchers could 

identify the individual participants 90% of the time only by 

comparing the 3D trajectories of their hand movements with a 

library [27]. This only illustrates that anonymity and privacy 

in VR is not an easy thing to accomplish. 

Another threat is the underestimation of follow-up costs 

with a virtual learning environment system. Technical devices 

break and need to be repaired or replaced, trainings must be 

extended and adapted to new needs by a development team 

and old training material might have to be digitalized first – all 

of which adds to the initial cost of acquiring a virtual training 

system. 

 

3.2 Practical VR guidelines 

 

Based on guidelines derived from the SWOT analysis, and 

the prioritization of these guidelines by a team of five experts, 

the top 10 guidelines for the development and implementation 

of VR training for police officers are presented. 
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3.2.1 Enable efficient scenario control and manipulation for 

trainers 

Live intervention by trainers during scenarios is crucial to 

facilitate individual and personalized training. This of course 

requires trainers to have access to a tool that enables them to 

intervene during live training exercises in VR. With such a tool 

the trainers should be able to easily change and manipulate the 

training scenario, the situation and the settings of the scenarios 

in VR during runtime according to the trainees’ needs. 

Depending on the actions and performance of the trainees, new 

events or stressors can be introduced during the training, new 

tasks can be added for the trainees to complete, or the difficulty 

level can be raised or lowered along the way.  

With such a live intervention tool, the trainer or the system 

operator can also control the simulated persons in the scenario, 

start corresponding reactions and thus make them appear 

intelligent and reactive. Together, these tools will result in a 

more engaging, interactive learning experience, tailored to the 

trainees' needs. 

 

3.2.2 Develop a system for multiple-user interaction 

Especially considering CBRNe incidents usually involve 

the deployment of and the coordination between many actors 

from varying professions (e.g., police, coordination team, 

local authorities, paramedics), the virtual system must enable 

a multiple user interaction within the training. Even if the VR 

training is used to only train a smaller segment of such a 

coordinated action, a minimum of three persons interacting at 

the same time is a must. Furthermore, as coordination and 

communication are so crucial during CBRNe disasters, 

communication means within the VR training should be 

available for all trainees to communicate with each other and 

with the coordination office. A multi-user interaction system 

also helps the trainer to communicate with each trainee 

separately or with different sub-groups by use of different 

communication channels. Especially when working with 

larger groups this is crucial, as communication tends to get 

chaotic otherwise. 

 

3.2.3 Put effort in the after-action review dashboard 

As mentioned in the SWOT analysis, the possibility of the 

after-action review dashboard is one of the most relevant 

features of VR training. There is great potential in VR when it 

comes to providing training feedback to trainees. During real-

life simulation scenarios, trainers can often only rely on 

subjective and sometimes limited observations (especially in 

larger-scale simulations) for their feedback. Therefore, such 

feedback is often outcome-based and general (e.g., was the 

team able to successfully complete a task or reach a goal?). 

VR, on the other hand, also allows to provide detailed 

feedback on the actual process and performance of the 

individual trainees. It can keep track of the performance of 

each individual trainee throughout the entire exercise, it can 

use scripts to automatically record data on certain parameters 

(e.g., distance kept, number of shots fired, number of hits, 

elapsed time before taking a certain action), and it could even 

allow for the recording of physiological measurements (e.g., 

heart rate variability) or eye-tracking.  

Providing a well-designed, elaborate after-action review 

dashboard can be a game-changer for training programs. 

Trainers should be given all the tools to provide feedback on 

the individual level and on the coordinated team-level. They 

should be able to jump to certain highlights or mistakes made 

during the training, to re-play it for the trainee(s) and 

immediately illustrate their feedback with relevant footage of 

the training. Trainers should also be offered the tools to 

interpret the recorded parameters correctly. 

 

3.2.4 Create “Train the Trainer” concepts as a fundament 

In order to exploit the advantages of virtual environments, 

the training of trainers on how to work with the VR training 

tool is highly relevant for success. Our studies have shown that 

this point is often underestimated. It is recommended to 

develop a concrete training plan to specifically train the 

trainers in using such a VR training tool to its full benefit. 

Trainers should for example be educated on how to set up the 

system, how to develop new or make changes to existing VR 

scenarios, how to start a training, how to interpret different 

parameters and make full use of the after-action review 

dashboard, and how to do basic troubleshooting. Ideally, a full 

training course should be available for each trainer before 

starting to use the VR system for their courses, as well as a 

clear manual on all the functionalities of the system. Similarly, 

if updates or additional functionalities are added to the VR 

system, trainers should follow a short course getting 

acquainted with the new functionalities. It would also be 

highly advisable to organize yearly refresher courses for the 

trainers, to evaluate whether they are still using the VR 

training tool properly and to guarantee that they continue to 

make maximal use of all the possibilities of the VR training 

tool. 

Besides providing the trainer with the required information 

and education, it is also advisable to allow the trainers to 

explore virtual reality and the training environments within it 

on their own. That way they get a natural feel and 

understanding of the technology and the experience of VR, 

additionally to structured training programs.  

 

3.2.5 Implement real-world devices to support immersion 

 

 
 

Figure 1. Tactical Belt for VR - from the SHOTPROS 

Project (developed by RE-liON) 

 

Data from the workshops with 60 police officers and 

trainers from five different European countries revealed that 

when police officers are training real-life or virtual scenarios, 

they find it very important to be able to use the equipment they 

would normally also wear and use in the field (such as 

communication devices, torch, weapons). Furthermore, based 

on the analysis of the conducted interviews one of the most 

highly ranked features for a future VR system was the usage 
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of real-world equipment in the VR training. Therefore, from 

an end user perspective, it is a must to integrate these devices 

in the VR, but also to create them tangibly (and not only 

virtually). In the SHOTPROS Project, for example, a tactical 

belt was developed exclusively for use in VR by the RE-liON 

team (see Figure 1). By wearing a physical tactical belt during 

a VR training session, real muscle memory is built up and 

psycho-motor skills are thereby trained alongside the cognitive 

and affective skills. This makes for a far more realistic training, 

as the actual situation is mimicked closely on different levels 

of sensory input (visual, auditive and haptic). 

 

3.2.6 Allow free movement in the virtual environment 

The free movement within the virtual environment was 

mentioned as a key aspect in the data from the user workshops. 

Therefore, it is strongly recommended to use a VR system 

which is not wired to a central hardware. A free movement 

enables the usage of a broad range of scenarios and will reduce 

the risk of technical limitations. This is of special importance 

in the case of group trainings, where the trainees perform their 

tasks in the same space, but in a simulated environment. Wires 

would be more than an annoyance in this case, as tripping over 

them would be a major health hazard for the trainees as well 

as possibly leading to expensive damages to the hardware. 

Investing in wireless gear is therefore advantageous, though 

costlier at the beginning. The return of investment however is 

the safety of trainees and reduced maintenance costs. 

 

3.2.7 Combine real-world training with VR training 

VR training should be complementary to other training 

methods. It cannot and should not replace, for example, desk-

based learning, role-playing and real-life simulations. 

Furthermore, VR training is not suited for all training 

objectives. One of the key findings from the data and SWOT 

analysis is that there are certain training domains for which VR 

is a very suitable tool (e.g., tactical training, communication 

and cooperation) and other domains for which it is not, due to 

current limitations in VR technology (e.g., accurate shooting 

training, hands-on combat training).  

Therefore, VR should be viewed as an additional learning 

method that, together with other methods, can benefit the 

learning efficiency of the full training program. VR should 

only be used if it facilitates equal or higher learning efficiency 

for a certain training objective compared to the training 

methods that are already in use.  

 

3.2.8 Put effort in maximizing the ecological validity of 

training scenarios 

VR has the capability of improving the ecological validity 

of training scenarios by enhancing the realism of the training 

situations through immersive virtual environments [28-30]. 

Ensuring a strong feeling of being ‘immersed’ in the scenario 

is critical in developing an effective virtual environment [30]. 

A trainee should let go of the idea that the stimuli presented in 

the virtual reality are in fact not real, i.e., suspension of 

disbelief [30]. A virtual environment is ecologically valid 

when it induces cognitive, emotional and affective reactions in 

trainees that are similar to the reactions they would exhibit in 

similar real situations [31]. Therefore, relevant human 

emotions and behaviors should be triggered in a similar way 

as they would in the real world. 

This also includes investing in sufficient sensory feedback 

to the trainees during the training. In developing training 

scenarios, the use of haptic interactions should be integrated, 

for example by simulate the recoil when firing a weapon, or 

using mildly averse vibration stimuli when trainees get injured 

in the VR scenario. Furthermore, also consider the density of 

objects and materials in a scenario. If an explosive goes off or 

shots are fired, would a person be sufficiently protected when 

hiding behind a car or would they get severely injured? All 

these elements should also be taken into account when 

developing a training scenario.   

 

3.2.9 Continuous ethical reflection is advised 

When developing a VR training system, a thorough 

reflection on ethical and legal issues related to the training 

content, the training method, and the safety of the training tool 

is important. 

Scenario-based training is not a game and should always be 

about learning appropriate and proportionate behavior given 

the situation at hand. Therefore, it is not a means to 

deliberately perform unethical, illegal or disrespectful 

behavior or play. Trainees should be refrained from doing 

things in VR just because it is possible (e.g., starting to shoot 

at each other or at bystanders), even if it is just ‘for fun’. Of 

course, it should be possible to make mistakes in a training 

scenario and learn from it. 

VR offers endless possibilities in designing and developing 

a variety of training scenarios. This offers a lot of new 

opportunities for training but can also contain the risk of 

intentionally or unintentionally stigmatizing or stereotyping 

certain groups, based on their ethnicity, culture, religion, 

gender or appearance. Trainers should have the possibility to 

sufficiently diversify and vary appearances of characters 

within training scenarios. Scenario editing programs should 

come with a large and diverse character database to choose 

from. Trainers should also keep guard to not systematically 

select stereotypical characters for certain roles in the training 

scenario. 

The scenarios presented to trainees and the stressors that are 

embedded in the scenarios, should always be directly relevant 

to achieving the desired training objectives. It cannot be that 

trainees are unnecessarily exposed to the most horrific 

situations, just because VR makes it possible. The level of 

exposure to stressful and risky training situations should 

always be proportionate to the requirements to meet a certain 

training objective.  

 

3.2.10 Be transparent about data storage and protection of 

privacy 

As a VR training tool allows the recording of the entire 

training of each trainee along with the personal physiological 

measurements and performance metrics, an important 

question is what to do with all this data? There are many 

options when it comes to data storage of training data from the 

trainees. Training data could be saved until after the trainee 

receives feedback on their performance in a given training 

scenario, and the data can then be deleted. Training data could 

be stored in a general agency-wide database to be used as 

examples in classroom-based training. The data could also be 

stored for each trainee separately, enabling the trainee (and 

perhaps the trainer) to monitor performance and progress 

across training sessions. 

This guideline does not imply that one option is more 

advisable than the other. This choice highly depends on the 

goal of the VR training and regulations within a specific law 

enforcement agency. However, whatever choice is made in the 

end, it is important to thoroughly discuss these issues before 
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developing the VR training system and it is always necessary 

to fully inform the trainees (and trainers) on which data will 

be stored (and get their informed consent), whether or not the 

data will or needs to be anonymized or pseudonymized, for 

how long it will be stored, who will be able to access it, for 

which purposes it is stored and can be used, and how the data 

will be protected. 

 

 

4. CONCLUSIONS 

 

This study highlights the vast potential of VR for 

implementation as a training tool within CBRNe training. 

Preparing actors from various disciplines for incidental or 

malicious CBRNe incidents is crucial, yet often difficult to 

organize. To train actors well, functional and full-scale 

simulation exercises are a must, but organizing such exercises 

in real-life is time-consuming, expensive, logistically complex, 

and – most of all – subject to profound safety and security 

issues. Using VR for CBRNe simulation training could be the 

answer to this problem. 

The SWOT analysis, based on in-depth qualitative data 

collected in 6 extensive workshops with police officers, 

trainers and other experts, clearly identified many strengths 

and opportunities of the VR technology for CBRNe training. 

The main strengths are that VR offers the possibility to track 

each individual trainee throughout the entire training, record 

and measure several parameters (relevant for the specific 

training goals) and use footage of certain trainee actions in the 

after-action review. Unlike real-life simulation exercises, VR 

scenarios can be re-used repeatedly, modified easily by adding, 

changing or removing objects, characters, or events, and can 

be trained anytime, anywhere. Furthermore, VR allows for 

immersion of the trainees in a setting that triggers similar 

emotional, perceptual and cognitive states as real-life 

situations would. All these advantages make it worthwhile to 

further investigate possible ways to incorporate VR training in 

the CBRNe training curriculum. 

Of course, VR also has several disadvantages or weaknesses 

that complicate easy implementation of VR systems. For 

example, designing a system that meets the specific training 

needs can be very cumbersome, expensive, and confusing, 

especially if you don’t have extensive technological 

knowledge. It should be very clearly communicated what the 

system should be capable of, and how exactly it should be 

implemented. Furthermore, VR is still a growing technology, 

and even though it already offers so many possibilities, it is 

still in full expansion. That means that there are technological 

limitations to what is currently feasible or possible. However, 

end users often have unrealistic expectations and demands 

concerning what type of system and functionalities they want. 

It is thus crucial that there is a constant feedback loop between 

the clients and the developers. 

This study concludes that, if developed and implemented 

carefully, VR can be of high added value in any CBRNe 

training. However, when there is a lack of knowledge about 

and experience with VR or other innovative technologies in an 

organization, implementing such a system in a training 

program can be difficult. If done improperly, a VR training 

system might not be used at all because nobody knows how to 

work with it. Also, it might not provide effective training 

because the system doesn’t meet the requirement criteria or 

supports the desired didactical approach. 

For future work we recommend focusing further on the 

topic of measuring the effectiveness of VR training in 

comparison to real world training. Therefore, we have also 

planned a study to directly compare VR training to 

conventional training. We will re-create a real-world training 

1:1 in VR and use it in several training sessions. One group 

will train with the VR system and the second group will train 

using the conventional methods. With the help of a 

comparative results analysis, the progress of the two groups 

will be compared after the training sessions in order to 

examine the effectiveness of VR training. Relevant indicators 

will also be identified that can be used in future comparative 

studies to better investigate the effects of VR training.  

Based on the SWOT analysis conducted in this study, we 

put forth 10 guidelines we deem important to take into 

consideration when contemplating developing a VR-based 

CBRNe training system. Of course, these guidelines are not 

exhaustive, as there are many elements unique to every 

considering institution one should critically reflect upon in the 

entire development, set up and implementation process. 

Nevertheless, these 10 guidelines do provide a good basis that 

covers a range of aspects in such a VR system, from the 

development of VR environments and hardware, features 

during training, the creation of training scenarios, to the after-

training debriefing. 

These guidelines are an intermediate product of extensive 

ongoing research within the SHOTPROS project. The SWOT 

analysis and the guidelines are based on qualitative data from 

end user workshops. In the meantime, several experimental 

studies have been conducted, providing a multitude of data, 

including more than 899 qualitative interviews about the 

experiences of participants in the studies with the VR system, 

as well as experience measurements. This data is currently 

being processed and analyzed and will allow for further 

additions and/or refinements to the SWOT analysis and the 

guidelines. 

In a next phase of the project, the guidelines will further be 

empirically validated through several Human Factor-based 

studies and expert reviews from experts within several CBRNe 

domains. At the end of the project, we aim to provide CBRNe 

trainers and policymakers with evidence-based guidelines, 

focusing on several aspects such as the design of a VR system, 

the technical requirements for such a system, features that 

should be included for maximal learning profit, and guidance 

within the purchase process. This way, we aim to assist in and 

promote the successful and EU-wide implementation of an 

effective CBRNe VR-supported training system. 
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