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The disease in tomato plants, especially on tomato leaves will have an impact on the quality 

and quantity of tomatoes produced. Handling disease on tomato leaves that must be done is 

to detect the type of disease as early as possible, then determine the treatment that must be 

done. Detection of its types of tomato plant diseases requires sufficient knowledge and 

experience. The problem is that many beginner farmers in growing tomatoes do not have 

much knowledge, so they have failed in growing tomatoes. Based on these cases, this study 

proposes a model for the early detection of disease in tomato leaves based on image 

processing. The research method used is divided into 5 stages, namely preprocessing, 

segmentation, feature extraction, classification, and performance evaluation. The feature 

extraction stage used is texture-based with Gabor filters and color-based filters. The final 

decision is determined by the Support Vector Machine (SVM) classification algorithm with 

the Radial Basis Function (RBF) kernel. The test results of the tomato leaf disease detection 

system produced an average performance parameter of 98.83% specificity, 90.37% 

sensitivity, 90.34% F1-score, 90.37% accuracy, and 94.60% area under the curve (AUC). 

Referring to the resulting of the AUC performance, the tomato leaf disease detection system 

is in the very good category.  
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1. INTRODUCTION

Tomato (Solanum Lycopersicum) is one of the main 

ingredients in making food in Indonesia. This plant can be 

made as food, beverage, vegetable, medicine, and even 

industrial raw materials. The wide use of tomatoes makes 

market demand very high. Currently, tomatoes are the 5th 

popular horticultural commodity in Indonesia, behind chilies, 

shallots, potatoes, and cabbage with a total production in 2018 

of 0.98 million tons. 

Planting tomato plants has many obstacles, some of which 

are due to pests or diseases of the tomato plant itself. Diseases 

in plants and the lack of expertise of farmers in Indonesia in 

distinguishing diseased leaf characteristics and types are 

problems that result in delays in handling which have an 

impact on decreasing productivity. Not only a problem in 

Indonesia, but plant diseases are also a problem in the majority 

of other developing countries. Several plant diseases are often 

caused by several pathogens including bacteria [1], viruses [2], 

and also fungi. The following are pathogens that commonly 

attack tomato plants, including tomato bacterial spot, early 

blight, late blight, leaf mold, septoria leaf spot, two-spotted 

spider mites, target spot, tomato mosaic virus, tomato yellow 

leaf curl virus, and bacterial spot [3]. 

The cause of disease in the tomato plant itself is quite 

difficult to detect because there are several similarities in 

features and shapes. In addition to the similarity in 

characteristics, some farmers do not recognize the terms of 

pathogens that attack tomato plants and only look directly 

manually and predict the presence of disease or not. The 

existence of ignorance of pathogens or diseases that attack 

tomato plants can interfere with tomato productivity and 

decrease. 

The development of machine learning has led to a lot of 

research which done to solve these problems. Research 

conducted by Sethy et al. [3], tried to develop a plant disease 

detection model using automatic plant leaf images. Detection 

is performed using texture-based feature extraction methods 

with Gray Level Co-occurrences Matrix (GLCM), shape-

based (minimum enclosing rectangle), color-based, and 

combinations thereof. Subsequent research conducted by 

Mollazade et al. [4] also used textures to detect disease in 

horticultural crops. Feature extraction is performed using 

statistical methods of image histogram, GLCM, and Gray level 

run length matrix. The classification process uses an adaptive 

neuro-fuzzy inference system (ANFIS). The use of texture and 

color-based feature extraction was also used in the research of 

Madiwalar et al. [5]. This study used the GLCM feature 

extraction method, based on color, and Gabor filters. The final 

result is determined using the Support Vector Machine (SVM) 

classification algorithm. The use of Gabor filters is very 

effective for detecting disease spots on plant leaves and has 

better performance when compared to GLCM. 

The use of the SVM algorithm for disease detection in 

tomato plant leaves has also been widely used in a number of 

studies. Padol and Yadav [6] research used feature extraction 

based on shape, color and texture, preceded by a segmentation 

process using k-means clustering. Research by Hlaing and 

Zaw [7] used feature extraction based on statistical texture and 

color. Furthermore, Genitha et al. [8] research used principal 
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component analysis (PCA) for the feature extraction process, 

to be further classified by SVM with a linear kernel. The SVM 

algorithm has a number of kernels that can be used, research 

by Mokhtar et al. [9] conducted tests for a number of kernels, 

namely Cauchy, Invmult, and Laplacian. This study using 

feature extraction with the Gabor wavelet transform method. 

Besides, research that emphasizes the use of SVM kernels was 

also carried out by Jayanthi and Shashikumar [10], namely 

using multi-kernel SVM to detect dau disease in tomato plants. 

Feature extraction used in a number of studies that have 

been carried out varies widely. Feature extraction using Gabor 

filters has the advantage of feature extraction digital images by 

analyzing the texture of the object in the image, the sides of 

the object, and its frequency [11-13]. The function of feature 

extraction with Gabor filters is also shown in the research of 

Gadade and Kirange [14]. This study shows that the feature 

extraction Gabor filter is better than GLCM and Speeded up 

robust feature (SURF), and this study also shows that the SVM 

capability is better than the decision tree, kNN, and naïve 

bayesian algorithms. The ability of Gabor filters is also shown 

in a study conducted by Bhagavathy et al. [15]. This study 

proposes a Gabor filter texture descriptor with a rayleigh 

approach and makes a comparison with a Gabor filter texture 

descriptor using a gaussian approach. This study proves that 

the modified texture descriptors are comparable in 

performance, but with almost half the dimensions and less 

computational costs. The use of Gabor filters is also not only 

limited to the leaves of the tomato plant but the leaves of the 

vine, with the good ability [16]. 

Referring to a number of studies that have been carried out 

related to disease detection in tomato leaves, it can be seen in 

general the stages taken. These stages include preprocessing, 

segmentation, feature extraction, classification, and 

performance evaluation. At each stage, there are also a number 

of methods that can be used, as explained in the research of 

Singh et al. [17]. Feature extraction with a Gabor filter was 

able to extract the diseased features of tomato leaves well. 

Furthermore, for classification, the support vector machine is 

able to provide better performance than a number of previous 

studies, which was also confirmed in the research of Sunny 

and Gandhi [18]. Based on this, this study developed a leaf 

disease detection model in tomato plants using the otsu 

thresholding segmentation. Feature extraction uses Gabor 

filters and color based, with a classification algorithm using a 

support vector machine (SVM) [19]. The performance is 

measured by referring to the confusion matrics table. The 

performance parameters used are sensitivity, specificity, an 

area under the curve (AUC), F1-Score, and accuracy. 

 

 

2. MATERIAL AND METHOD 
 

The research method in developing a model for disease 

detection in tomato leaves is divided into several stages. The 

first stage is preprocessing, segmentation, feature extraction, 

classification, and performance evaluation. The research 

methods used are shown in Figure 1.  

 

2.1 Preprocessing 

 

At this stage, prepare the dataset used in research for the 

learning and testing process. Tomato leaf image data is divided 

into two main groups, namely images of healthy tomato leaves 

and images of diseased tomato leaves. The image of diseased 

tomato leaves is further divided into 10 types of diseases, as 

shown in Table 1. The tomato leaf image data can be obtained 

from the public dataset at the link: 

https://github.com/spMohanty/PlantVillage-Dataset. The 

tomato leaf image is an RGB (red, green, blue) image with a 

size of 256 x 256 pixels. The RGB image is then converted 

into grayscale, then normalization is carried out using the z-

score [20]. The data distribution for each type of disease can 

be seen in Table 1, while an example of an image of a leaf 

affected by disease is shown in Figure 2. 

 

 
 

Figure 1. Research methods 

 

Table 1. Distribution of the tomato leaf dataset 

 
No Dataset Name Amount 

1 Tomato bacterial spot 2127 

2 Tomato Early Blight 2400 

3 Tomato Healthy 2407 

4 Tomato Late Blight 2314 

5 Tomato Leaf Mold 2352 

6 Tomato Septoria Leaf Spot 2181 

7 Tomato Spider Mites Two Spotted Spider Mite 2180 

8 Tomato Target Spot 2284 

9 Tomato Mosaic Virus 2238 

10 Tomato Yellow Curl Virus 2451 

 

2.2 Segmentation 

 

The second stage in this research is the segmentation of 

tomato leaf images. Segmentation was carried out using the 

Otsu thresholding method [21]. The first step in this 

segmentation process is to make a histogram. Then, the 

histogram will determine the number of pixels for the gray 

level. After creating the histogram, the next step is to find the 

value of the number of classes, the class average, and the class 

variants. Pixels will be classified into two classes (for example 

divided into 2 classes), namely 𝐾0  and 𝐾1 , background for 

class 𝐾0, and foreground for class 𝐾1 with a threshold at levels 

k to L which is the number of gray values (256 for 8-bit 
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images).  

𝐾0 is represented in pixels with a level of gray [1, 2, 3, …., 

K] and 𝐾1 is represented in pixels with a level of [k + 1, ..., L]. 

The next step is to determine the inter-class variants. This 

inter-class variant aims to find the threshold value of a 

grayscale image. This threshold value will be used as a 

reference for converting a grayscale image to a binary image. 

Each image has a different threshold value [22]. In this study, 

the segmentation is divided into 3 classes/regions. 

 

 
Figure 2. Image sample from each dataset. (a) Bacterial spot, 

(b) Early blight, (c) Healthy, (d) Leaf mold, (e) Mosaic virus, 

(f) Septoria leaf spot, (g) Spider mites, (h) Target spot, (i) 

Yellow leaf curl, (j) Late blight 

 

2.3 Feature extraction color-based 

 

The next stage is feature extraction. Feature extraction was 

carried out on a color basis. Color feature extraction is based 

on the presence of a color dataset (RGB) and also the 

characteristics of the dataset which tend to have a level of color 

similarity to the background, leaf objects, and disease objects. 

The color features taken are the mean and standard deviation 

of the RGB color features as well as the mean and standard 

deviation of the segmentation results using the multi-Otsu 

threshold with the color feature parameter a * color model CIE 

L* a* b*. The use of the algorithm and color model is based 

on previous research who mentioned the effectiveness of the 

algorithm [23]. The RGB value is obtained from the original 

image, while the L* a* b* color model is obtained by 

converting RGB to CIE XYZ then into CIE L* a* b* using 

Eqns. (1) and (2). 

 

[
X
Y
Z

] = [
0.412453 0.357580 0.180423
0.212671 0.715160 0.072169
0.019334 0.119193 0.950227

] ∗ [
R
G
B

] (1) 

 

The conversion of XYZ to Lab can be seen in Eq. (2):  

 

L∗ = 116 (
Y

Yn

)
1/3

− 16, for 
Y

Yn

> 0.008856  

L∗ =  903.3 
Y

Yn

, others 

a∗ =  500 ∗ (f(X/Xn) –  f(Y/Yn)) 

b∗ =  200 ∗ (f(Y/Yn) –  f(Z/Zn))  

(2) 

 

where, Xn, Yn, Zn is a reference value set by CIE. 

 

2.4 Feature extraction texture-based 

 

The next step is texture-based feature extraction using a 

Gabor filter. Before carrying out the texture-based feature 

extraction process, first, the color conversion process is carried 

out from the RGB color model to grayscale. The feature 

extraction method used is the Gabor Filter. Gabor filter itself 

is a sinusoidal function modulated by the Gaussian function 

[12]. The Gabor filter method is often used to detect edges, 

lines, and shapes [24]. The output produced by the 2D Gabor 

filter is a real and imaginary part that can be represented by a 

feature magnitude. The Gabor kernel can be generated using 

Eq. (3). 

 

g(x, y, θ, σ, f) =
1

2πσ2
exp {−

x2 + y2

2σ2
}

× exp{2πif(x cos θ + y sin θ)} 

(3) 

 

In Eq. (3), (x, y) are the coordinates of the Gabor filter, σ is 

the standard deviation of the envelope Gaussian, i = √−1 is 

the imaginary number, f is the frequency which is the inverse 

of wavelength λ, θ is the orientation and b (bandwidth) is the 

bandwidth used to calculate the standard deviation with the 

frequency relationship [24]. The use of the right parameters is 

an important thing in looking for texture characteristics. In this 

Gabor filter process, researchers used input parameters, 

namely 8 orientations and 5 frequencies [12]. The input 

parameters for the Gabor filter are as in Eqns. (4)-(6). 

 

σ =

1
π

√ln2
2

.
2b + 1
2b + 1

f
 

b (bandwidth) = 1 

(4) 

 

θ = (0, 
π

6
, 

π

4
, 

π

3
, 

π

2
,
π

2
+

π

6
, 

π

2
+

π

4
, 

π

2
+

π

3
 ) = ( 0°, 

30°, 45°, 60°, 90°, 120°, 135°, 150° ) 
(5) 

 

fk = (
fmax

2k , k:1~5, fmax:
√2

2k) = () 

kernel size (x,y) = (39, 39) 
(6) 

 

After obtaining the Gabor kernel, an image input 

convolution is carried out using the kernel. After obtaining the 

results of the convolution, then the feature magnitude will also 

be obtained using Eqns. (7) and (8). 

 

gOu,v(z⃗) = I(z⃗) ∗  ψu,v(z⃗) (7) 

 

Mu,v(z⃗) =  √Re2{Ou,v(z⃗)} + Im2{Ou,v(z⃗)} (8) 

 

An estimation of the feature magnitude parameter is carried 

out using the maximum likelihood estimation with a Gaussian 

approach to obtain an estimation of the parameter magnitude 

value. Parameter estimation can be done using Eqns. (9)-(15). 

 

Magnitude: 

 

X =  {x1, x2, … , xn} (9) 

 

Gaussian probability density function: 

 

p(x|μ, σ) =
1

√2πσ
 exp {−

(x − μ)2

2σ2
} (10) 

 

The likelihood function of Gaussian distribution: 

 

333



 

L(μ, σ|x) = ∏ p(xi|μ, σ)
N

i=1

=
(2π)−

N
2

σN
 exp {−

∑ (x − μ)N
i=1

2

2σ2
} 

(11) 

 

The log-Likelihood function of Gaussian distribution: 

 

L(μ, σ|x) = −
1

2
N log 2π − N log σ −

∑ (x − μ)N
i=1

2

2σ2
 (12) 

 

First Estimator: 

 

μ̂ =
∑ xi

N
i=1

N
 (13) 

 

Second Estimator: 

 

σ̂ = √∑ (xi − û)N
i=1

2

N
 (14) 

 

So, for the gaussian feature approach, it can be formed like 

Eq. (15): 

 

fμσ =  {μ̂1, σ̂1, … , μ̂n, σ̂n} (15) 

 

In addition to using the gaussian approach, this study also 

makes comparisons using the Rayleigh approach as in research 

[15]. The estimation of parameters with the Rayleigh 

assumption can be done using Eqns. (16)-(21). 

 

Rayleigh probability density function: 

 

p(x|γ) =
x

γ2
 exp {−

x2

2γ2
} (16) 

 

The likelihood function of X under Rayleigh assumption: 

 

L(γ|x) = (
1

γ2
)

N

∏ xi

N

i=1
exp {−

x2

2γ2
∑ xi

2
N

i=1
} (17) 

 

The log-Likelihood function of X under Rayleigh 

assumption: 

 

L(γ|x) = N {log 1 − log γ} + ∑ log xi

N

i=1

−
1

2γ2
∑ xi

2
N

i=1
 

(18) 

 

Estimator: 

 

γ = √
1

2N
∑ xi

2
N

i=1
 (19) 

 

So, the Rayleigh feature approach can be formed like an Eq. 

(20).  

 

fγ =  {γ̂0,0, γ̂0,1, … , γ̂u−1,v−1} (20) 

 

The Rayleigh estimator can also be calculated directly using 

the Gaussian estimator if it has been obtained previously using 

Eq. (21).  

 

γ̂  =  √
1

2
 {μ̂2 + σ̂2} (21) 

 

2.5 Classification 

 

The next stage is the classification process. The data 

classification process is divided into two, namely training and 

testing with a composition of 70% for training and 30% for 

testing. Classification is done using the multiclass Support 

Vector Machine (SVM) algorithm. The kernel method used in 

SVM is the Radial Basis Function. The RBF kernel can be 

written as Eq. (22). 

 

K(a, b) = e−γ(a−b)2
 (22) 

 

The square of the Euclidean distance between two data 

points 'a' and 'b' can be written as (a − b)2. In addition, there 

are 2 parameters used in the RBF kernel, namely C and gamma. 

The parameter C or cost is a penalty for misclassifying a data 

point where when C is small, the classifier forgives the data 

points that are misclassified (high bias, low variance). 

However, when C is large, the classifier will not tolerate data 

misclassification. Meanwhile, gamma is a parameter that 

determines the decision area. When gamma is low, the 

decision boundary 'curve' is very low and thus the decision 

area is very wide [19]. 

 

2.6 Performance evaluation 

 

The final step after obtaining labeling for each image based 

on color and texture-based features is to evaluate the system 

performance. Performance evaluation is done by calculating 

the parameters of sensitivity, specificity, area under the curve, 

F1-score, and accuracy. The calculation of performance 

parameters refers to the confusion matrix table for 10 classes 

and is then simplified into 2 classes, as shown in Table 2. 

Based on Table 2, calculations are carried out using Eqns. 

(23)-(27). 

 

Table 2. Confusion matrix 

 

Actual Class 
Predictive Class 

Positive Negative 

Positive TP FN 

Negative FP TN 

 

Sensitivity = SEN =
TP

TP + FN
 (23) 

 

Specificity = SPE =
TN

TN + FP
 (24) 

 

AUC =  
SEN+SPE

2
 [25] (25) 

 

Accuracy = ACC =  
TP + TN

TP + FN + FP + TN
 (26) 

 

F1 − Score =  
2TP

2TP + FN + FP
 (27) 
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3. RESULTS AND DISCUSSION 

 

This section discusses the results of testing a model for a 

disease detection system in tomato leaves. Results will be 

presented for each stage. 

 

3.1 Testing environment 

 

This research was tested using the Python programming 

language assisted by the web-based editor Jupyter notebook 

software. The hardware specifications used for the experiment 

were a laptop with an Intel © Core © i5-6200U CPU @ 2.30 

GHz, 8 GB RAM, and an Nvidia Geforce 930mx GPU. 

 

3.2 The result feature extraction based-color 

 

The selection of color features is based on the presence of a 

colored dataset and also the characteristics of the dataset which 

tend to have a similarity level to the background, leaf objects, 

and disease objects. One of the color features extracted or 

obtained from the dataset is the RGB color feature. This RGB 

color feature is characterized by the mean and standard 

deviation. The following is a feature of a leaf image with the 

viral mosaic disease. 

 

(𝑅, 𝐺, 𝐵) = [
[179,171,174]

⋮
[104,89,108]

  ⋯  
  ⋱  
  ⋯  

[133,124,145]
⋮

[93,78,97]
 ] 

 

𝜇(𝑅) = 116.244140625,𝜎(𝑅) = 40.9338809211793 

𝜇(𝐺) = 113.269454956, 𝜎(𝐺) = 35.045435312442216 

𝜇(𝐵) = 121.752685547, 𝜎(𝐵) =  46.84515285554443 

 

In addition to the RGB feature, another feature that is 

extracted is the color feature from the segmentation results to 

get only healthy leaves. Segmentation begins by taking the 

color a* in the L* a* b* color model converted from the RGB 

color model which is a green to the red color range. The color 

selection a* in L* a* b* is based on the color of the leaves 

which tend to be green and the color of the disease is brownish. 

After getting a* on the L*a*b* color model, then the 

thresholding is done. The test results for the types of viral 

mosaic disease and late blight are shown in Figure 3 and 

Figure 4. 

 

 
 

Figure 3. Image mosaic virus: (a) Original image of the viral 

mosaic. (b) a* color image of L*a*b*. (c) Image threshold 

results 

 

 
 

Figure 4. Image of late blight disease: (a) Original image of 

late blight. (b) a* color image of L*a*b*. (c) Image threshold 

results 

 

 
 

Figure 5. The result of the Gabor filter 
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Figure 6. Image magnitude resulting from convolution (Virus mosaic) 
 

 
 

Figure 7. Image magnitude resulting from convolution (Late-blight) 

 

3.3 The result of feature extraction texture-based 

 

The aim of the feature texture extraction is to determine the 

texture of the leaves starting from the object's roughness, the 

sides of the object, horizontal lines, and vertical lines. Feature 

extraction is carried out using a Gabor filter. The Gabor filter 

is generated by Eqns. (3)-(6). Each parameter produces a 

different filter according to the frequency level and orientation. 

This is done because basically, every object has different 

characteristics that cannot be determined by one frequency and 

one orientation. A Gabor filter with 8 orientations and 5 

frequencies resulting is shown in Figure 5. 

The next process, after obtaining 40 pieces of Gabor filters, 

then performed texture feature extraction. Feature extraction 

is carried out by convolution between the tomato leaf image 

that has been converted to grayscale and has been normalized 

with this Gabor filter. The results of feature extraction with the 

Gabor filter, for examples of types of leaf disease, the mosaic 

virus can be shown in Figure 6, while for the late blight is 

shown in Figure 7. 

In the next stage after obtaining the magnitude of all 

diseased plant labels as well as healthy plants, the magnitude 

will be carried out again by feature extraction based on the 

maximum likelihood estimation (MLE) using the Gaussian 

approach and also the Rayleigh approach. This is done because 

the result of the feature magnitude is too complex to be used 

as a feature. The result of feature extraction is in the form of 

mean and standard deviation both from the results of the 

Gaussian and Rayleigh approaches.  
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3.4 Classification results 

 

The results of the color-based and texture-based feature 

extraction process using a Gabor filter, in the form of mean 

and standard deviation, are the features of tomato leaves. 

Based on these results, the next step is classification using the 

Support Vector Machine algorithm. The kernel that is used to 

improve SVM performance is the RBF kernel. Referring to Eq. 

(22), the parameters used in the RBF kernel for SVM are 

gamma = 0.01 and C = 100. These parameters are obtained by 

experiments that have been carried out by trying several 

parameters, as shown in Table 3 and Table 4. The test results 

are shown in Table 3 using texture-based feature extraction 

using a Gabor filter with a gaussian and Rayleigh approach, 

while Table 4 shows the performance when combined with 

color-based feature extraction. In the Table 4 shows that the 

addition of color-based feature extraction is able to provide 

performance improvements. Best performance when using 

Gabor filters with a gaussian approach. 

 

Table 3. Testing the RBF kernel variable (Texture) 

 

 

Table 4. Testing the RBF kernel variable (Texture+Color) 

 

C Gamma 
Overall Accuracy 

(Gaussian) % 

Overall Accuracy 

(Rayleigh) % 

1 0.001 71.11 61.71 

1 0.01 84.29 77.56 

1 0.1 81,95 81.75 

10 0.001 81.97 74.33 

10 0.01 89.94 84.63 

10 0.1 83.00 84.11 

100 0.001 87.75 81.78 

100 0.01 90.37 86.84 

100 0.1 83.00 83.97 

1000 0.001 89.65 85.30 

1000 0.01 89.98 87.03 

1000 0.1 83.00 83.97 

 

Table 5. Performance measurement results for each type of 

disease 

 
Class Label SPE SEN AUC F1-Score ACC 

Bacterial spot 98.76 96.98 97.87 93.64 98.56 

Early blight 98.27 81.90 90.09 83.43 96.52 

Healthy 99.39 98.57 98.98 96.88 99.30 

Late blight 97.78 85.08 91.43 83.55 96.43 

Leaf mold 99.03 92.06 95.55 92.06 98.27 

Mosaic virus 99.28 93.81 96.55 93.96 98.68 

Septoria leaf spot 98.73 87.78 93.26 88.55 97.55 

Spider mites 98.77 87.78 93.28 88.69 97.58 

Target spot 98.87 86.03 92.45 88.06 97.48 

Yellow leaf curl 99.45 93.65 96.55 94.55 98.82 

The calculation of the performance of the detection system 

is carried out by referring to Table 2, with the calculation of 

each performance parameter using Eqns. (23)-(27). The 

classification results for each type of disease using SVM and 

with kernel parameters RBF gamma = 0.01 and C = 100 can 

be shown in Table 5. The texture-based feature extraction 

method used is a Gabor filter with a gaussian approach and 

color-based feature extraction. 

 

3.5 Discussion 

 

The test results shown in Table 5 show that with reference 

to the parameters specificity, sensitivity, area under the curve, 

F1-score and accuracy. Referring to the sensitivity 

performance parameter, it shows that the early blight class has 

the lowest percentage followed by the late blight class, target 

spot, and Septoria leaf spot. The low ability of the detection 

model for this type of disease is due to the ability of the feature 

extraction method, Gabor filter, and feature extraction color-

based, resulting in features from these four classes that have 

similar features with other classes. The early blight class has 

similar features to late blight and Septoria leaf spot. The target 

spot class has similar features to spider mites and viral mosaics. 

This is reinforced by the misclassification of these classes in 

the confusion matrix. 

The test results show that the use of a Gabor filter with the 

gaussian approach is able to provide an average accuracy of 

90.37%. Meanwhile, the Gabor filter with the Rayleigh 

approach is able to provide an average accuracy of 87.03%. 

These results indicate that the gaussian approach is better than 

Rayleigh. The system model is also measured using the 

performance parameters specificity, sensitivity, and AUC. The 

resulting parameter specificity reached 98.83%, this shows 

that if the leaves of the tomato plant are healthy (not diseased), 

the system's ability to detect with healthy results (not diseased) 

is 98.83%. Meanwhile, the sensitivity reached 90.37%, 

meaning that when the leaves of the tomato plant were 

diseased, the ability of the detection system the system's ability 

to detect the leaves of the tomato plants resulted in a diseased 

leaf output of 90.37%. If you take the value of drag between 

sensitivity and specificity, the AUC value is generated. The 

AUC value generated by the system is 94.60%, this value is in 

the very good category (90% -100%) [26]. 

The tomato leaf disease detection system model has 

relatively good performance when compared to a number of 

previous researchers. The combination of texture and color-

based feature extraction and the SVM algorithm is able to 

provide better performance than the research conducted by 

Gadade and Kirange [14]; in this research only used a Gabor 

filter and classification with SVM. This shows that the 

proposed model using color-based feature extraction is able to 

provide significant performance improvements. The use of 

Gabor filters with a gaussian approach when compared to 

other studies using feature extraction such as GLCM, PCA 

statistical textures is still better. Feature extraction with the 

same approach, namely texture and color, but the texture 

approach used is statistical texture, and uses the SVM 

algorithm, as was done by Hlaing and Zaw [7], the proposed 

system model is still better. Other studies that use more than 

one feature extraction method, also conducted by Pujari et al. 

[27], Khan and Narvekar [28], both studies still provide 

accuracy performance below 90%.  

The capability of the proposed system model also has 

relatively the same performance with several deep learning-

C Gamma 
Overall Accuracy 

(Gaussian) % 

Overall Accuracy 

(Rayleigh) % 

1 0.001 61.13 45.08 

1 0.01 74.03 58.16 

1 0.1 74.83 64.76 

10 0.001 71.11 54.43 

10 0.01 80.79 64.71 

10 0.1 76.06 66.17 

100 0.001 77.02 60.79 

100 0.01 81.14 67.63 

100 0.1 76.06 64.42 

1000 0.001 80.59 64.87 

1000 0.01 80.11 67.97 

1000 0.1 76.06 64.35 
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based methods, as shown in the research of Sardogan et al. [29] 

and Agarwal et al. [30]. The proposed system model has better 

capabilities when compared to the research of Elhassouny and 

Smarandache [31], where the study used CNN with LVQ. 

Further comparison with the research of Sardogan et al. [29]. 

This study using a deep learning (CNN) based classification 

method, where the resulting performance is able to achieve an 

accuracy of 91.20%, but the use of deep learning requires a 

very long training process, compared to the proposed model of 

disease detection on tomato leaves, but the resulting 

performance not much different. 

The next comparison is with the research conducted by 

Luna-Benoso et al. [32]. In the research of Luna-Benoso et al. 

[32] also uses a color-based feature extraction method, namely 

Color moments combined with the Gray Level Co-occurrence 

Matrix (GLCM) and the MLP classification algorithm. This 

model is able to provide an accuracy performance of 86.45%, 

the performance is still lower than the proposed model. If we 

refer to late blight, tomato mosaic virus and Septoria leaf spot, 

the resulting performance is still better, namely 97.55%. The 

proposed model's ability to detect healthy tomato leaves is able 

to achieve an accuracy of 99.3%, and to detect bacterial spots, 

mosaic viruses, and yellow leaf curl can achieve an accuracy 

of more than 98.5%. The model proposed, if used for initial 

screening, also has a good performance, namely by looking at 

the sensitivity parameter. This means that if the leaf is positive 

for disease, the system model is also able to detect disease with 

an average value above 90%. The complete comparison with 

previous studies is shown in Table 6. 

 

Table 6. Performance comparison with previous research 
 

Authors Methods Accuracy 

Padol and Yadav 

[6] 
SVM 88.89 

Gadade and 

Kirange [14] 
Gabor Filter and SVM 73.00 

Elhassouny and 

Smarandache [31] 
CNN with LVQ 86.00 

Sardogan et al. 

[29] 
CNN 91.20 

Pujari et al. [27] 
GLCM and Color feature 

using ANN 
87.48 

Khan and 

Narvekar [28] 

GLCM, PHOG, and statistical 

feature 
84.66 

Hlaing and Zaw 

[7] 

Statistical Texture and color 

feature using SVM 
85.10 

Genitha et al. [8] PCA and Linear SVM 88.67 

Agarwal et al. [30] CNN (ReLU) 90.30 

Luna-Benoso et al. 

[32] 

Multilayer Perceptron (MLP) 

using Color moments and 

Gray Level Co-occurrence 

Matrix (GLCM) 

86.45 

Proposed 
Texture-based and Color-

based feature using SVM 
90.37 

 

 

4. CONCLUSIONS 

 

In this study, it can be concluded that the Gabor filter with 

the gaussian approach can perform texture extraction by 

changing the orientation and frequency of the filter to 

determine the sides and lines of the object. Gabor filter has a 

pretty good performance in detecting the texture of an object. 

The results of the Gabor filter with the addition of color 

features and the SVM classification algorithm with the RBF 

kernel produced an average specificity of 98.83%, sensitivity 

90.37%, F1-score 90.34%, AUC 94.60%, and accuracy 

90.37%. Referring to these performance parameters, 

especially AUC is included in the category of excellent 

detection systems. 
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