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The aim of this work is to evaluate the nth joined probability of three-dimensional wireless 

sensor networks, and to extend the lifetime of these networks. A Gaussian probability 

distribution function is assumed for the power coverage probability for each sensor in the 

3-dimensional cartesian and spherical coordinates. The overall joint probability is

evaluated from each sensor to a target in the network, and then the network lifetime of

sensors power sensing a number of targets, is extended based on removing redundancies

of powering all sensors at the same time. Proportional to the evaluated probabilities,

sensors are energized during slots of periodic time. The formulated probabilities are

assumed to be uncorrelated among each sensor to any target zone. A case study is

introduced to demonstrate extending the lifetime of a network comprising 7 sensors

targeting two uncorrelated zones, in which 8 different cases of subsets are formed, when a

minimum threshold of overall power coverage probability of 35% is assumed. Network

lifetime is extended more than 70%, with some sensors reaching more than 90% power

saving. This work can be extended to deal with other types of probabilities, as well as with

cases of correlated sensor-target coverages.
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1. INTRODUCTION

Wireless sensor networks (WSN) are widely used nowadays 

to sense numerous domestic and industrial applications 

remotely, without much of human intervenes. Some of these 

applications are listed in the literature, such as multi-channel 

data collection capacities [1, 2], mobile and broadcasting ad 

hoc networks [3, 4], coverage with multiple sensors [5], multi-

regional query scheduling of wireless networks [6], and many 

other applications. An earlier concise survey of wireless 

networks can be found in Akyildiz et al. [7]. Whilst such 

wireless network advantages are readily obvious, they suffer 

from the shortcoming of power supply, since it is mainly por+ 

with limited capacities, that leads to shortening the lifetime of 

such sensor networks infrastructures. Other disadvantages can 

also exist, such as sensing range, storage capabilities, and 

computational limitations.  

The scope of most of the work conducted on WSN, is to 

evaluate power coverage probabilities of the sensor networks 

and extend their lifetimes, by removing redundancies from 

powering the entire network sensors at the same time, instead 

of allowing some groups of sensors to operate at one time. 

Several studies examined this general case with several two 

dimensional planner network algorithms, such as the 

construction of  a decentralized tree for data aggregation [8], 

using shortest path aggregation tree [9], and data collection 

with wireless networks aggregation [10], yet in this work, we 

use the concept of deterministic network model (DNM), in 

which pairing of sensors occur if their physical distances are 

within the transmission radius, otherwise disconnected, as 

depicted in a reference book [11]. The reference [12] deals 

with preserving target coverage using computational geometry, 

whereas [13] deals with distributed active sensors selecting 

scheme, the two forthcoming fields of which, might be similar 

with this paper, yet ours is in three-dimension. The physical 

distance here, is the power coverage distance, that relies on the 

individual sensor probabilities covering one or more targets. 

Although there were many empirical studies that employ 

this deterministic model concept, such as analyzing 

transitional regions of wireless networks [14], and WSN 

controlling topologies [15], we implement here third-

dimensional joint probabilities, based on the Gaussian 

probability density (PDF). To increase the network lifetime, 

sensors are grouped in subsets, such that individual subsets 

cover several targets at a time, hence eliminating redundancies 

of powering all sensors at the same time. With this 

arrangement, the portable power supply can be spared for 

longer times. This concept has been employed in other 

methods, such as greedy based [16], genetic [17], linear 

programming and optimization [18], and heuristic greedy 

optimum algorithm [19], all of which deal with scheduling 

schemes and other probabilistic analyses. Scenarios of sensor-

target coverage cases were studied [20], dealing with load 

demand switching, sensors position layouts and perturbations 

in load and position, in which all these studies, are based on 

the α-Reliable Maximum Sensor Coverage (α-RMSC) 

problem. We assume that the network is smart in switching 

sensors on/off as required to eliminate redundancies and as a 

result extending network lifetime. 

To the author knowledge, there were no dominate work on 

three-dimensional WSN. With 3rd-dimensional arrangement, 

the problem of coverage probabilities become unpredictable 

due to the correlation of probability in three coordinates, 

whether cartesian or spherical coordination, as well as the 
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correlation of each sensor with the next, in covering individual 

target zones. The analysis of these cases is conducted in this 

study, with the aim of extending the entire network lifetime, 

using a certain probability density function. Whilst there exist 

several types of probability density functions, we assume only 

a normal (Gaussian) PDF of power coverage among all sensors 

and in each of the three space coordinates. We shall consider 

power coverage to be the random variable for the Gaussian 

PDF. 

The aim of this work is not to solely determine probabilities, 

but to extend network lifetime by evaluating and comparing 

joint probabilities of groups of sensors covering targets, in 

order to remove redundancies. In this context, it is assumed 

that there exists an option to control sensors by varying their 

power supply, by switching sensors on/off, and by varying the 

time of energizing sensors. This requires thee WSN to be a 

smart network. 

2. MATHEMATICAL BACKGROUND

We shall assume that power coverage probability from any 

sensor to target, as a single random variable with respect of 

distance x, is Gaussian in nature, as: 

𝑓𝑋(𝑥) =
1

√2𝜋𝜎2
𝑒𝑥𝑝⁡(−⁡

(𝑥 −𝑚)2

2𝜎2
) (1) 

where, σ is variance, and m is the mean. This function can be 

generalized to be the joint Gaussian PDF for a vector of N 

random variables, with mean vector 𝝁𝒙 and covariance vector

𝑪𝑿𝑿, as:

𝑓𝑿(𝒙) =
1

√(2𝜋)𝑁⁡det⁡(𝑪𝑿𝑿)
𝑒{−0.5⁡(𝒙−𝝁𝒙)

𝑇⁡𝑪𝑿𝑿
−1 ⁡(𝒙−𝝁𝑿)}⁡ (2) 

with correlation factors 𝜌𝑖𝑗  between sensors i and j, that’s the

off-diagonal elements are 𝜌𝑖𝑗 ⁡𝜎𝑖 ⁡𝜎𝑗 , whereas the diagonal

elements are 𝜎𝑖
2, 𝑖 = 1, 𝑁 . With uncorrelated case, the off-

diagonal elements are all zero, hence 𝑪𝑿𝑿 = [𝜎1
2⁡𝜎2

2⁡𝜎3
2⁡. . ] .

One can deduce that the joint probability of three uncorrelated 

random variables in cartesian coordinates 𝑣𝑖⁡=1,3 = [𝑥, 𝑦, 𝑧], is

𝑓𝑋,𝑌,𝑍(𝑥, 𝑦, 𝑧), that’s

𝑓𝑉(𝑣) = ∏
1

√2𝜋𝜎𝑛
2
𝑒
{−

(𝑣𝑛−𝜇𝑛)
2

2𝜎𝑛
2 ⁡}

⁡

𝑁

𝑛=1

 (3) 

It might be appropriate sometimes to transfer the joint 

Gaussian probability from the cartesian coordinates to the 

spherical coordinates, since each sensor can be visualized as 

spheres with coordinates [𝑟, 𝜃, Ø], since 𝑟 = √𝑥2 + 𝑦2 + 𝑧2, 

Ø = 𝑡𝑎𝑛−1 (
𝑦

𝑥
) , 𝜃 = 𝑐𝑜𝑠−1(

𝑧

𝑟
), yet the inverse transformation

is maybe more appropriate, i.e., 𝑥 = 𝑟⁡𝑠𝑖𝑛(𝜃) cos(Ø) , 𝑦 =
𝑟⁡𝑠𝑖𝑛(𝜃)⁡sin⁡(Ø, 𝑧 = 𝑟⁡cos⁡(𝜃). 

𝑓𝑅,𝛩,𝛷(𝑟, 𝜃. Ø)

= 𝑓𝑋,𝑌,𝑍(𝑥, 𝑦, 𝑧)⁡𝑎𝑏𝑠{det [⁡𝐽 (
𝑥 𝑦 𝑧

𝑟 𝜃 Ø
⁡)]} 

(4) 

where, J is the Jacobian operator, in which 𝐽 (
𝑥 𝑦 𝑧

𝑟 𝜃 Ø
⁡) is 

equal to: 

[

sin(𝜃) cos⁡(Ø) sin(𝜃) sin⁡(Ø) cos⁡(𝜃)

𝑟𝑐𝑜𝑠(𝜃)cos⁡(Ø) 𝑟𝑐𝑜𝑠(𝜃)sin⁡(Ø) −𝑟𝑠𝑖𝑛(𝜃)

−𝑟𝑠𝑖𝑛(𝜃)sin⁡(Ø) 𝑟𝑠𝑖𝑛(𝜃)cos⁡(Ø) 0

] (5) 

and det{ 𝐽 (
𝑥 𝑦 𝑧

𝑟 𝜃 Ø
⁡)} = 𝑟2⁡sin⁡(𝜃). Simplifying the above

equation with substituting x, y and z values, yields, 

𝑓𝑅,𝛩,𝛷(𝑟, 𝜃. Ø) = ⁡
𝑟2𝑠𝑖𝑛⁡(𝜃)

(2𝜋𝜎2)
3
2⁄
⁡𝑒𝑥𝑝⁡(−⁡

𝑟2

2𝜎2
) (6) 

Next, we shall evaluate the joint power coverage probability 

in three-dimensional space for all sensors acting on one target 

zone, and later on, we extend this concept to multiple 

uncorrelated target zones, hence, evaluating the total 

probability of the entire wireless sensor network. 

3. LIFETIME EXTENSION ALGORITHM

To extend network lifetime, the redundancies of powering 

sensors should be eliminated, based on their coverage 

probabilities. Let’s consider a section of the network, where 

three sensors acting on two target zones, as depicted in Figure 

1.  

Figure 1. Wireless sensor network with three sensors 

covering two target zones 

First, we shall assume that the sensor coverage probabilities 

lower than a certain minimum threshold value, are excluded. 

This would help to control the reliability of forthcoming 

evaluations. As a result, sensors are grouped into subsets that 

act on any single target, with their nth joint probabilities, 

evaluated in three-dimensional spherical coordination. For 

simplicity, the probabilities whether in the (r, θ, Ø) spherical 

coordinates or (x, y, z) cartesian coordinates, are considered to 

be uncorrelated. 

The selection of sensor groups is not straightaway, as there 

can be in general as many as 2N-1 subsets for any N number of 

sensors. This would impose computational limitation on the 

method used here, since the joint probability of each subset has 

to be calculated to eliminate redundancies by eliminating 

subsets according to their probabilities. In this context, the 

joint probability is calculated according to the following 

algorithm: 

𝐹𝑖𝑗 = 1 − 𝑃𝑖𝑗 (7) 
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where, 𝑃𝑖𝑗  is the coverage probability from sensor i, (i=1, N

sensors) to target j (j=1, M targets), and 𝐹𝑖𝑗  is the power

failure probability. The joint probability on any target is then, 

𝑃𝑗 = 1 −∏ 𝐹𝑖𝑗
𝑁

𝑖=1
(8) 

where, 𝑃𝑗 is the joint probability of n sensors on target j. To

find the entire network probability 𝑃𝑇  of all target zones, we

assume that the joint probabilities of sensor subsets on any 

target zone are independent and uncorrelation among them, i.e. 

𝑃𝑇 = ∏ 𝑃𝑗
𝑀

𝑗=1
(9) 

Powering sensor subsets, and sensors within any subset, are 

based on their calculated joint probabilities in a linear 

proportionality. In this context, the periodic time of powering 

sensors, is divided into slots in which each subset of sensors, 

is activated at a time depending on the joint probability. 

Further, each sensor within a subset is powered during a time 

that is proportional with the individual sensor-target 

probability. It is assumed that this network is smart to be able 

to switch on/off individual sensors as required. 

4. SIMULATIONS

A simulation of a wireless sensor network of 7 sensors 

covering two target zones, is simulated. We assume a base 

case of 1st order probability of the coverage power within a 

range of unit distance x, to be Gaussian in nature, with mean 

variance values of unity. Other realistic values based on 

practical implementations, can also be used with the similar 

effect of eliminating redundancies, with reference to the 

standard case. 

4.1 Three-dimensional sensor network 

To extend power coverage probability to three-dimensional 

space environment, similar values of the mean of the joint 

Gaussian probability density function in each coordinate of the 

cartesian coordinates; x, y and z, are assumed. The same 

assumption is applied for the variances. Therefore, in this case 

maximum probability of 100% is assumed to be at the origin 

of 𝑥 = 𝑦 = 𝑧 = 1, with reference to Eq. (3), 

𝑓𝑋,𝑌,𝑍(𝑥, 𝑦, 𝑧) = 𝑓𝑉(𝑣) =∏
1

√2𝜋𝜎𝑛
2
⁡𝑒

{−
(𝑣𝑛−𝜇𝑛)

2

2𝜎𝑛
2 ⁡}

3

𝑛=1

(10) 

hence, 𝑓𝑉(𝑣) = 𝑓𝑋,𝑌,𝑍(𝑥, 𝑦, 𝑧)=
1

(2𝜋)1.5⁡𝑒
. 

This value is computed as 0.063493⁡= 6.3493% and used 

as a reference with 100% probability. Other coordinate values 

of x,y,z are referenced to this. Hence, the referenced 

probabilities of the 7 sensors with the following coordinates, 

are calculated as, 

The Table 1 depicts power coverage probabilities due to 

sensors allocated at the above different coordinates, 

alternatively, any sensor allocated at the origin, would cover 

distances equal to the above coordinates, with same 

probabilities.  

Table 1. Third-dimensional coverage probabilities for 

cartesian coordinates 

Sensor x y z Probability fX,Y,Z(x,y,z) Sensor Power sharing 

1 1 0 0 2.330 % 9.36% 

2 0 1 0 2.330 % 9.36% 

3 0 0 1 2.330 % 9.36% 

4 1 1 0 3.851% 15.47% 

5 1 0 1 3.851% 15.47% 

6 0 1 1 3.851% 15.47% 

7 1 1 1 6.349% 25.47% 
Notes: The joint probability fX,Y,Z(x,y,z) is for the random variables {x,y,z}, 

with each sensor sharing of the coverage power, as a percentage. 

4.2 Transforming to spherical coordinates 

To transfer from Cartesian to spherical coordinates using, 

𝑥 = 𝑟𝑠𝑖𝑛(𝜃) cos(Ø) , 𝑦 = 𝑟𝑠𝑖𝑛(𝜃) sin(Ø) , 𝑧 = 𝑟𝑐𝑜𝑠(Ø) , as 

well as, det [⁡𝐽 (
𝑥 𝑦 𝑧

𝑟 𝜃 Ø
⁡)] = 𝑟2 sin(𝜃) , and applying the

case of 7 sensors, yields the following Table 2. 

Table 2. Third-dimensional coverage probabilities for 

spherical coordinates 

Sensor x,y,z r θ 
Probability 

fR,Θ,Φ(r,θ,Ø) 

Referenced 

probability 

1 1,0,0 1 900 2.330% 14.98 % 

2 0,1,0 1 900 2.330% 14.98 % 

3 0,0,1 1 900 2.330% 14.98 % 

4 1,1,0 1.414 900 7.702% 49.52% 

5 1,0,1 1.414 450 5.445% 35.01% 

6 0,1,1 1.414 450 5.445% 35.01% 

7 1,1,1 1.732 550 15.551% 100% 
Notes: The joint probability with cartesian coordinates, are transferred to 

spherical coordinates. These probabilities are referred on the seventh sensor. 

The above table presents power coverage probabilities in 

third-dimensional spherical coordinates, which can be suitable 

in some cases for determining the joint properties of several 

sensors with no correlation among them. 

4.3 Sensor joint probabilities formulation 

To evaluate the joint Gaussian probability of the power 

range of sensors covering one target zone, we implement Eq. 

(6) and (7) for the 7 sensors. We shall employ the spherical

coordinates in this respect, with the assumption that there are

no correlations among sensor probabilities.

As stated earlier, there are 2N-1 subsets for N sensors, that 

must be considered to eliminate redundancies. This might 

impose computational difficulties, yet, the majority of these 

cases are omitted due to lack of entire coverage probability to 

be more than a threshold value. This limit value is determined 

by the user. In our case, let’s define a minimum probability 

threshold value of say 30-35%.  

It may be possible to find an algorithm that computes the 

necessary number and coordinates of sensors to achieve the 

minimum probability threshold, although this has not been 

applied. yet a logical estimation of these possibilities can be 

made. For instance, we shall omit the case of installing several 

sensors in the same place, as this imply changing the mean and 

covariance values set earlier for this example. Also, it is 

needed to install more sensors to achieve this conditional 

probability, since sensor 7 that has highest probability, will not 

be able to provide a probability larger than 25.47% alone. 
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Further, it is needed at least sensors, 7,6,5 & 4 to achieve this, 

as together a coverage probability of approximately 30% is 

achieved.  

Hence, there are only 8 cases, as depicted in the following 

Table 3. For each case, subset, subset members and subset 

probability are shown, together with subset time sharing. 

There are 8 different activation slots in a time period, for each 

case, that are proportional with their probabilities. 

Table 3. Coverage probabilities and activation times for 8 

sensor subsets 

Subset Sensor Subset Coverage Probability Activation Time Slot 

1 {7-6-5-4-3-2-1} 35% 13.4% 

2 {7-6-5-4-3-2} 33.5% 12.8% 

3 {7-6-5-4-2-1} 33.5% 12.8% 

4 {7-6-5-3-2-1} 33.5% 12.8% 

5 {7-6-5-4-1} 32% 12.2% 

6 {7-6-5-3-1} 32% 12.2% 

7 {7-6-5-2-1} 32% 12.2% 

8 {7-6-5-1} 30% 11.5% 
Notes: The joint probability for each subset group are displayed as percentages 

with proportional activation during time slots as percentages. 

4.4 Lifetime extension method 

To evaluate the extension of sensor network lifetime for the 

8 subsets, each with different number and different locations 

of sensors, Table 4 depicts power sharing percentage of each 

sensor in a subset, as well power sharing percentage of subset 

during time slots in a periodic switching time. It can be seen 

from the above table that the wireless sensor network for this 

case study can be extended 72% minimum, since further 

power savings on other sensors can be increased up 93.6%. All 

figures in table are rounded. It can be noticed that this method 

requires computational routine to evaluate the so many subsets 

for large number of network sensors. This is not within this 

work scope. Further, we have assumed that sensor switching 

on/off during activation timings, is possible, such as smart 

networks.  

Table 4. Power sharing of 8 subsets of sensors, with each 

containing a maximum of 7 sensors 

SS S1 S2 S3 S4 S5 S6 S7 

1 
12% 

.016 

12% 

.016 

12% 

.016 

17% 

.021 

17% 

.021 

17% 

.021 

28% 

.035 

2 
12% 

.016 
off 

12% 

.016 

17% 

.021 

17% 

.021 

17% 

.021 

28% 

0.035 

3 
12% 

.016 

12% 

.016 
off 

17% 

.021 

17% 

.021 

17% 

.021 

28% 

.035 

4 off 
12% 

.016 

12% 

.016 

17% 

.021 

17% 

.021 

17% 

.021 

28% 

.035 

5 
12% 

.016 
off off 

17% 

.021 

17% 

.021 

17% 

.021 

28% 

.035 

6 off 
12% 

.016 
off 

17% 

.021 

17% 

.021 

17% 

.021 

28% 

.035 

7 off off 
12% 

.016 

17% 

.021 

17% 

.021 

17% 

.021 

28% 

.035 

8 off off off 
17% 

.021 

17% 

.021 

17% 

.021 

28% 

.035 
Notes: SS stands for sensor subset. Each subset row indicates sharing 
percentages of each sensor in the subset time slot of activation, as well as 

coverage probability values. 

Note that for the above table, each sensor cell is divided into 

two information, namely the percentage of time sharing of 

energizing the sensor referenced within the allotted subset 

timing, and underneath is the absolute sensor power sharing. 

This can be summarized as, 

Share 0.064 0.064 0.064 0.168 0.168 0.168 0.28 

Save 93.6 93.6 93.6 83.2  83.2 83.2 72 

Notes: The first row shows the seven sensors power sharing, whereas the 
second row indicates the percentage of power saving for each sensor. 

Figure 2 [20], depicts the different methods of sensors 

power sharing within the subsets, that’s fixed subset - fixed 

sensor timings, variable subset - fixed sensors, fixed subsets - 

variable sensors and variable subsets - variable sensor timings. 

The later was implemented in the case study, yet any method 

can be implemented. It can be noticed from Table 4, that subset 

timing doesn’t change much compared to the ideal case of 

12.5%, whereas sensor timing has substantial effect of 

removing redundancies. 

Figure 2. Different methods of removing power sharing 

redundancies 

4.5 Multiple targets formulation 

To extend the method of determing the joint coverage 

probability of all sensors on several targets, we have to 

recognize if there were correlations among the different targets 

coverages by the same sensors. Correlation can be determined 

from experimental data of sensors coverage. 

4.5.1 Uncorrelated target coverage 

In this case, we shall keep the same network configuration 

but with replacing the coordinates of targets with sensors in 

our case example, i.e. there are one sensor at (0,0,0) covering 

7 targets {(0,0,1),(0,1,0),(0,1,1),(1,0,0),(1,0,1),(1,1,0)(1,1,1)}, 

Hence, using Table 1, we deduce that there will be no joint 

probability as, 𝑃𝑇 = (9.36%)3(15.47%)3(25.47%)~0% .

Yet any number of n sensors covering m targets, can be 

analyzed by using Eqns. (7), (8) & (9), with the assumption 

that there are no correlations of power covering among all 

target zones, which means that the joint probability of all 

sensors towards one target is independent of the same sensors’ 

coverage on other targets. For example, if a second target is 

placed at (0,0,0), and knowing that there is a 30-35% minimum 

threshold coverage value, then 𝑃𝑇 = 𝑃1𝑃2  =10%, where 𝑃1
and 𝑃2 are the power coverages of all sensors on target 1 and

2, respectively. 

4.5.2 Correlated target coverage 

In this case, let’s assume that there are the same 7 sensors, 

covering two correlated targets. This time the sensors are at: 

{(0,0,1),(0,1,0),(0,1,1),(1,0,0),(1,0,1),(1,1,0)(0,0,0)}, whereas 

the targets are at target 1=(0.5,1,0.5) and target 2 = (1,0.5,0.5). 

Further, we keep the mean values at 1, as before. The joint 

probabilities for any sensor to each target are evaluated as 

depicted in Table 5. Using Eqns. (7) & (8), the joint probability 

of all sensors to target 1, 𝑃1, yields,
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𝑃1 = 1 − {(1 − .5)3(1 − .44)4} = 0.98

Similarly for target 2, 

𝑃2 = ⁡1 − {(1 − .5)4(1 − .44)3} = 0.98

Now, let’s assume that 𝑃1  and 𝑃1  are both Gaussian

functions, then their correlated joint probabilites can be 

calculated with an assumed correlation coefficient ρ, as [21], 

𝑃𝑇 = 𝑓𝐴,𝐵(𝑎, 𝑏) =
1

2𝜋𝜎𝑎𝜎𝑏√1 − 𝜌⁡
2
exp⁡(−𝜁) (11) 

where, 

𝜁 =
(
𝑎 − 𝜇𝑎
𝜎𝑎

)2 − 2𝜌(
𝑎 − 𝜇𝑎
𝜎𝑎

)(
𝑏 − 𝜇𝑏
𝜎𝑏

) +⁡ (
𝑏 − 𝜇𝑏
𝜎𝑏

)2
⁡

2(1 − 𝜌2)
(12) 

For simplicity, let’s assume 𝜌 = 0.5, 𝜎𝑎 = 𝜎𝑏 = 0.7, 𝑎 =
𝑏 = 1.3, 𝑎𝑛𝑑⁡𝜇𝑎 = 𝜇𝑏 = 0.9, hence 𝑃𝑇= 0.272=27%.

It’s worth mentioning that to transfer the probability 𝑓𝑋(𝑥)
of random variable X, to another 𝑓𝑌(y), with respect to random

variable Y, in which y=g(x), by using  

𝑓𝑌(𝑦) = 𝑓𝑋(𝑥) |
𝑑𝑥

𝑑𝑦
| , 𝑤𝑖𝑡ℎ⁡𝑥 = ⁡𝑔−1(𝑦) (13) 

Hence, we can transfer all probabilities from random 

variable distance x to random variable radiated power P, in 

which 𝑃 = 𝑘/𝑥𝑛. 

Table 5. Coverage probabilities of 7 sensors on two targets A 

and B 

Sensor x y z 
Probability fX,Y,Z(x,y,z), 

target 1 

Probability fX,Y,Z(x,y,z) 

target 2 

1 1 0 0 0.5 0.44 

2 0 1 0 0.44 0.5 

3 0 0 1 0.5 0.5 

4 1 1 0 0.44 0.44 

5 1 0 1 0.5 0.44 

6 0 1 1 0.44 0.5 

7 1 1 1 0.44 0.44 
Notes: Joint probabilities of 7 sensors on two correlated targets, target 1 is 

located at (0.5,1,0.5) and target 2 at (1,0.5,0.5). 

5. CONCLUSIONS

Lifetime extension of a three-dimensional wireless sensor 

network is analyzed based on Gaussian probability 

distribution of sensors power with the coverage range as a 

random variable. Uncorrelated probabilities in the three 

coordinates space, whether cartesian or spherical are assumed. 

It is demonstrated that network lifetime is extended by 

eliminating redundancies by activating all sensors at different 

times. The amount of activation is governed by slotting the 

periodic time, with each slot, one subset of sensors is active at 

a time. The duration of each subset is proportional with its 

joint Gaussian probability. Sensors activation within a subset 

are also activated with time slots proportional with the 

probabilities of each sensor within a subset. 

It is found that both subsets and sensors within subsets have 

variable time slots, both in which will remove redundancies, 

yet switching off sensors within subsets, has a substantial 

effect on removing redundancies. The period of sensors’ 

activation can be selected depending on setup capability of 

switching sensors on/off. 
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NOMENCLATURE 

fX(x) probability of random variable X 

fX(x) vector probabilities for random vector X 

x random variable 

m mean value 

CXX covariance matrix  

{x,y,z} cartesian coordinates 

{r,Ø,θ} spherical coordinates 

fX,Y,Z(x,y,z) coverage probability-cartesian coordinates 

fR,Φ,Θ(r,Ø,θ) coverage probability -spherical coordinates 

fV(v) joint probability 

Pij coverage probability 

Fij failure coverage probability 

N number of sensors 

M number of targets 

J Jacobian operator 

R,Φ,Θ spherical random variables 

X,Y,Z cartesian random variables 

k constant 

Greek symbols 

σ standard deviation 

μ variance 

Ø azimuth angle

Θ elevation angle 

Φ azimuth angle random variable 

Θ elevation angle random variable 

μ cariance vector 

ρ correlation 

Subscripts 

i subscript variable i 

j subscript variable j 

v subscript variable v 

n superscript variable n 
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