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 S700K turnout is the key equipment of railway line conversion. The diagnosis of S700K 

turnout in a normal, sub-health, and fault running state is the primary premise to ensure 

the safe operation of the railway. Aiming at the consistency between the characteristics of 

the power curve of S700K turnout and its state information, this paper proposes a new 

algorithm based on variational mode decomposition (VMD) and kernel principal 

component analysis (KPCA) to extract the characteristics of the power curve of S700K 

turnout. It uses fuzzy clustering analysis to diagnose the running state of S700K turnout. 

First, to extract the detailed components of the action power curve, it is decomposed into 

intrinsic mode function with limited bandwidth (BIMF) by VMD. Secondly, the multi-

scale permutation entropy (MPE) is used to characterize the signal complexity of the 

power curve and different BIMF components, which are taken as the running state feature 

set. After KPCA analysis, eigenvalues with a contribution rate greater than 95% are 

selected as the state eigenvector. The experimental results show that the diagnosis 

algorithm can effectively identify the running state of S700K turnout, meet the 

characteristics of fewer fault samples of S700K turnout, and do not need to train in 

advance, which is of great significance for field guidance. 
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1. INTRODUCTION 

 

The S700K turnout is mainly used in the speed-up turnouts 

of high-speed railways. Among railway signal equipment 

failures, the faults caused by this turnout account for more than 

40% of these failures [1]. To ensure the safety of train 

operation, the railway department mainly adopts two methods 

of daily maintenance and fault maintenance to ensure the 

normal running of the turnout [2]. Still, there are problems 

such as low maintenance efficiency, insufficient maintenance 

experience, and high safety risks. With the increase of railway 

running density and speed, higher requirements are put 

forward for the maintenance strategy of the S700K turnout. In 

recent years, domestic and foreign scholars have conducted 

several studies on the fault diagnosis of the S700K turnout [3-

6], but they mainly focus on the analysis and positioning of the 

problems after the occurrence of accidents. There are few 

studies on the diagnosis of the S700K turnout under normal, 

sub-health, fault, and severe fault running conditions. 

To realize the real-time monitoring and diagnosis of the 

running state of the S700K turnout in the whole running cycle, 

extracting the characteristics of the power curve is the premise 

to ensure the subsequent running state diagnosis. This is 

especially important in view of the consistency between the 

characteristics of the power curve and the mechanical 

properties of the S700K turnout in different running states. As 

for the signal feature extraction, Zhong et al. [7] took the time-

domain features of the power curve—root mean square value, 

kurtosis, kurtosis factor, etc., as feature indexes—but they did 

not consider the sub-health status and could not fully extract 

the detail components of the signal sequence. Zhou et al. [8] 

used the wavelet threshold analysis method to analyze the 

power curve in the frequency domain, but it is difficult to 

select the basis function and threshold parameters, and it is not 

self-adaptive. 

In terms of the running state diagnosis algorithm, Zhang et 

al. [9] proposed to use a PNN neural network to diagnose the 

fault of the turnout. However, due to the limited actual data of 

the fault sample of the turnout, which has problems such as 

poor practicability and difficult selection of training 

parameters, the diagnosis algorithm needs to be trained in 

advance. Zhao and Lu [10] proposed establishing a mapping 

data set to analyze the running status of the turnout based on 

the degree of gray correlation. The running status is affected 

by the individual differences of the turnout and the external 

environment, and it cannot be of promotional significance. 

Considering the above shortcomings, compared with other 

frequency domain decomposition methods, such as Ensemble 

Empirical Mode Decomposition (EEMD), wavelet 

decomposition, and Local Mean Decomposition (LMD), the 

VMD algorithm has the advantage of self-adaptive and does 

not need to set the decomposition level in advance [11]. 

According to the nonlinear and non-stationary characteristics 

of the power curve of S700K turnout, the VMD algorithm is 

more sensitive to the change of detail components, which is 

conducive to extracting the weak features of the power curve. 

MPE is used to represent the complexity of signal sequences 

of different decomposed components. Meanwhile, to eliminate 

signal redundancy and further characterize the state 

information of S700K turnout, KPCA theory is used to process 

the feature set. KPCA algorithm is to process the nonlinear 

data set and chooses the characteristic value of the contribution 

rate of more than 95% as the S700K turnout's running state 

feature vector. It can improve the accuracy of state diagnosis 
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of S700K turnout under different running states without losing 

signal features. 

The fuzzy clustering analysis algorithm is based on 

statistical theory [12], which intuitively presents the data 

classification in the form of a dynamic cluster diagram. It has 

the characteristics of small sample analysis, does not require 

advanced training, and has been successfully applied in the 

state diagnosis of the transformer, aero-engine, and other 

equipment [13, 14]. Based on the above analysis, this paper 

proposes a VMD combined with KPCA to extract the power 

curve features of S700K turnout, and at the same time, fuzzy 

clustering analysis is used to realize the algorithm of running 

state diagnosis. The feature vectors of power curves under 

different running states are input into the running state 

diagnosis model of S700K turnout, so as to realize the real-

time status diagnosis of S700K turnout when it is difficult to 

collect the sample fault data set. 

The main contributions of this paper include the following 

three aspects: 1) According to the difference of characteristics 

of the power curve of S700K turnout in different running states, 

a diagnosis model of running state is established. 2) To 

characterize the weak characteristics of the running state of 

S700K turnout between failure and health state, the VMD 

algorithm is proposed to conduct frequency domain analysis, 

and the eigenvalues of different decomposition components 

are characterized by MPE. 3) Combined with KPCA for 

feature set analysis, the diagnostic rate is further improved and 

the calculation is reduced. Finally, 60 groups of S700K turnout 

under different running conditions are used to verify the 

algorithm. The results show that the F-measure of the 

algorithm is 93.23%, which verifies the effectiveness of the 

algorithm. 

 

 

2. STATE DIAGNOSIS ALGORITHM 
 

2.1 Variational mode decomposition 
 

VMD is an adaptive processing algorithm for signal 

sequences, which was first proposed by Dragomiretskiy and 

Zosso [15]. Compared with Empirical Mode Decomposition 

(EMD), it solves the problem of endpoint effects and modal 

aliasing. Under certain constraints, the VMD adaptively 

matches the number of decomposed components of the modal 

function and satisfies the requirement that each group of 

components has the best center frequency and limited 

bandwidth. VMD can be divided into two steps: constraint 

problem construction and solution. 

a) Constraint problem construction 

Assuming that the initial signal sequence is f, after VMD, 

each group of modal function components can be represented 

as uk(t), where k is the number of corresponding 

decomposition layers. Under the constraint condition that the 

sum of the bandwidth of each modal function component is 

minimum while the sum of the modal function components is 

equal to the initial signal f, the variational constraint problem 

can be expressed as Eq. (1): 

 

{
 
 

 
 𝑚𝑖𝑛
{𝑢𝑘},{𝑤𝑘}

{∑||𝜕𝑡[(𝛿(𝑡) +
𝑗

𝜋𝑡
) ∗ 𝑢𝑘(𝑡)]

𝑘

𝑒−𝑗𝑤𝑘𝑡||2}

𝑠. 𝑡.∑𝑢𝑘 = 𝑓

𝑘

 (1) 

 

where δ(t) is the unit impulse function, wk(t) is the central 

frequency, 𝜕𝑡 is the partial derivative function concerning for 

to time t, and * is the Dirac function. 

b) Constraint problem solution 

The Lagrange operator λ(t) and the quadratic penalty factor 

α are introduced to transform the inequality constraint into 

equality constraint, and the corresponding augmented 

Lagrange expression is shown: 

 

𝐿({𝑢𝑘}, {𝑤𝑘}, 𝜆) = 𝛼∑||𝜕𝑡[(𝛿(𝑡) +
𝑗

𝜋𝑡
)

𝑘

∗ 𝑢𝑘(𝑡)] 𝑒
−𝑗𝑤𝑘𝑡||2

2 + ||𝑓(𝑡)

−∑𝑢𝑘(𝑡)||2
2

𝑘

+ ⟨𝜆(𝑡), 𝑓(𝑡) −∑𝑢𝑘(𝑡)

𝑘

⟩ 

(2) 

 

where, α reduces the influence of Gaussian noise, and λ(t) 

ensures the strictness of the constraint problem. 

Using the Alternating Direction Method of Operators 

(ADMM) to continuously iterate the "saddle point" [16, 17]—

�̂�𝑘
𝑛+1(𝑤),𝑤𝑘

𝑛+1(𝑤), where �̂�𝑘
𝑛+1(𝑤) is the Wiener filter of the 

modal component. After Fourier transforms, the real part is the 

variational modal component uk. The corresponding VMD 

decomposition process is shown in (Algorithm 1): 

 

Algorithm 1 VMD algorithm 

Input: the number of decomposition layers K 

Output: the variational modal component uk 

1 k←1, n←1 (initialization) 

2 Initialize. {�̂�𝑘
1}, {𝑤𝑘

1}, {�̂�1} 

3 �̂�𝑘
𝑛+1(𝑤) ←

�̂�(𝑤)−∑ 𝑢𝑖(𝑤)+
�̂�(𝑤)

2𝑖≠𝑘

1+2𝛼(𝑤−𝑤𝑘)
2 , update uk 

4 𝑤𝑘
𝑛+1(𝑤) ←

∫ 𝑤|𝑢𝑘(𝑤)|
2𝑑𝑤

∞
0

∫ |𝑢𝑘(𝑤)|
2𝑑𝑤

∞
0

, update wk 

5 �̂�𝑛+1(𝑤) ← �̂�𝑛(𝑤) + 𝜏[𝑓(𝑤) − ∑ �̂�𝑘
𝑛+1(𝑤)𝑘 ], 

update λ(t) 

6 If ∑ ||𝑘 �̂�𝑘
𝑛+1�̂�𝑘

𝑛||2
2/||�̂�𝑘

𝑛||2
2 ≥ 𝑒 then 

7       Return {�̂�𝑘
1}, {𝑤𝑘

1}, {�̂�1} 
8 else 

9       𝑓 ← 𝑓 − ∑ 𝑢𝑘, 𝑘 ← 𝑘 + 1𝑘  

10 and if  K ≥ k 

11        Return initialize. {�̂�𝑘
1}, {𝑤𝑘

1}, {�̂�1} 

 

2.2 Kernel principal component analysis 

 

KPCA was first proposed by Pearson [18]. Aiming at the 

problem that the dimension of the feature set is too large or the 

correlation of feature indexes is low, the feature set is mapped 

to linear space. Then the linear principal component analysis 

is carried out, and the data features are screened and sorted. 

The algorithm flow is shown in (Algorithm 2): 

 

Algorithm 2 KPCA algorithm 

Input: Data feature set R 

Output: Feature values with a feature contribution rate of 

more than 95% 

1 Suppose the column vector of data feature set R is xi 

(i = 1, 2 ... N), the mapping function is defined as ψ: 

R→F, the mapping matrix is ψ (xi), and∑ 𝝍(𝒙𝑖) =
𝑁
𝑖=1

0. 
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2 Initialize. 

 

𝑺 ←
1

𝑁
∑𝝍(𝒙𝑖)𝝍

𝑁

𝑖=1

(𝒙𝑖)
𝑇 (3) 

 

3 Evaluate The characteristic equation of the 

covariance matrix is shown in Eq. (4). 

 

𝜆𝑽 = 𝑺𝑽 (4) 

 

At the same time, the two ends of the above formula are 

multiplied by the mapping matrix ψ(xi): 

 

𝜆[𝝍(𝒙𝑖)𝑽] = 𝝍(𝒙𝑖)𝑺𝑽, 𝑖 = 1,2,⋯𝑁 (5) 

 

4 If βk is the correlation coefficient then 

The eigenvector V and the kernel matrix K can be 

expressed as: 

 

𝑽 ←∑𝜷𝑘

11

𝑘=1

𝝍(𝒙𝑘) (6) 

 

𝑲𝑖𝑗 ← [𝝍(𝑥𝑖)𝝍(𝑥𝑗)]

 

(7) 

 

5 Substituting Eqns. (3), (6), and (7) into Eq. (5): 

 

𝑁𝜆𝑲𝜷 = 𝑲𝑲𝜷 ⇒ 𝑁𝜆𝜷 = 𝑲𝜷 (8) 

 

The eigenvector β of the kernel matrix K is the 

eigenvector V of the covariance matrix S, and then the 

principal component direction of the Eigen space can be 

obtained. 

 

In this paper, a radial basis kernel function with fewer input 

parameters is selected. The eigenvalues of the K matrix λi (i = 

1, 2 ... N) are in descending order, and its cumulative 

contribution rate is calculated np: 

 

𝑘(𝑥, 𝑦) = 𝑒𝑥𝑝[ − ‖𝑥 − 𝑦‖2/(2𝜎2)] (9) 

 

𝑛𝑝 =∑𝜆𝑗

𝑝

𝑗=1

/∑𝜆𝑖

11

𝑖=1
 

(10) 

 

The eigenvalues whose contribution rate is greater than 95% 

are used as the input vector of state diagnosis, which proves 

that these kernel principal elements contain the main state 

features, thus achieving the purpose of dimensionality 

reduction of the signal feature set. 

 

2.3 Kernel principal component analysis 

 

A Fuzzy clustering analysis is to complete the sample 

classification according to the similarity between the 

characteristics of the objects. It is suitable for the sample 

objects with unclear classification boundaries, and it does not 

require advanced training and small sample analysis. The 

specific steps of the fuzzy clustering analysis algorithm are as 

follows: 

 

2.3.1 Establish fuzzy matrix X 

Set the domain U = {x1, x2, … , xn} as the sample set to be 

classified, and each sample has m index features: 

 

𝒙𝑖 = (𝑥𝑖1 , 𝑥𝑖2, ⋯ , 𝑥𝑖𝑚)(𝑖 = 1,2,⋯𝑛) (11) 

 

The initial fuzzy matrix is formed as shown in Equation 

(12) : 

 

𝑿 = [

𝑥11 𝑥12 ⋯ 𝑥1𝑚
𝑥21 𝑥22 ⋯ 𝑥2𝑚
⋮ ⋮ ⋮

𝑥𝑛1 𝑥𝑛2 ⋯ 𝑥𝑛𝑚

] (12) 

 

2.3.2 Fuzzy matrix normalization X′′ 

In practical application, to eliminate the influence of 

different dimensions on cluster analysis, matrix X is 

standardized: 

Standard deviation: 

 

𝑥𝑖𝑘
′ =

𝑥𝑖𝑘 − �̄�𝑘
𝑠𝑘

(𝑖 = 1,2,⋯ , 𝑛; 𝑘 = 1,2,⋯ ,𝑚) (13) 

 

where �̄�𝑘 =
1

𝑛
∑ 𝑥𝑖𝑘 ,  𝑠𝑘 = √

1

𝑛
∑ (𝑥𝑖𝑘 − �̄�𝑘)

2𝑛
𝑖=1

𝑛
𝑖=1 . 

Range: 

 

𝑥𝑖𝑘
″ =

𝑥𝑖𝑘
′ − 𝑚𝑖𝑛

1≤𝑖≤𝑛
{𝑥𝑖𝑘

′ }

𝑚𝑎𝑥
1≤𝑖≤𝑛

{𝑥𝑖𝑘
′ } − 𝑚𝑖𝑛

1≤𝑖≤𝑛
{𝑥𝑖𝑘

′ }
(𝑘 = 1,2,⋯ ,𝑚) (14) 

 

where
 
0 ≤ 𝑥𝑖𝑘

″ ≤ 1. 
 

2.3.3 Establish fuzzy similarity matrix R 

To describe the degree of similarity between samples 

rij=R(xi, xj), the main methods used include the similarity 

coefficient method, distance method, and other methods. This 

paper uses the exponential similarity coefficient method to 

establish a fuzzy similarity matrix, and the calculation method 

is shown in Eq. (15). 

 

𝑟𝑖𝑗 =
1

𝑚
∑𝑒𝑥𝑝[ −

3

4

(𝑥𝑖𝑘 − 𝑥𝑗𝑘)
2

𝑠𝑘
2 ]

𝑚

𝑘=1

 (15) 

 

where 𝑠𝑘 =
1

𝑛
∑ (𝑥𝑖𝑘 − �̄�𝑘)

2𝑛
𝑖=1 , �̄�𝑘 =

1

𝑛
∑ 𝑥𝑖𝑘
𝑛
𝑖−1 (𝑘 =

1,2,⋯𝑚). 
 

2.3.4 Constructing fuzzy equivalence matrix R* 

To realize sample statistical analysis, the established fuzzy 

similarity matrix R needs to be transitive. As shown in Eq. (16), 

the transitive package t(R) = R2K of matrix R is obtained by the 

quadratic method. When there is a natural number K such that 

R2K = R2(K+1), t(R) is the fuzzy equivalent matrix R*. 

 

𝑹2 = 𝑹 ∘ 𝑹, 𝑹4 = 𝑹2 ∘ 𝑹2, ⋯, (16) 

 

2.3.5 Form cluster diagram 

When the confidence factor λ∈ [,, 1] is selected in the 

matrix R*, and the ,-1 matrix is determined according to Eq. 

(17), the corresponding fuzzy Boolean matrix Rλ is formed. 

329



 

𝑟𝑖𝑗 = {

1,    𝑟𝑖𝑗 ≥  𝜆 
  

0,    𝑟𝑖𝑗 <  𝜆
 (17) 

 

When the column vectors of the matrix Rλ are equal, the 

corresponding sample objects are classified into one category. 

As the confidence factor λ changes from 1 to ,, the number 

of sample objects becomes smaller, and the final samples are 

classified into one category. A dynamic cluster diagram is 

formed to express the classification. 

 

 

3. RUNNING STATE DIAGNOSIS OF S700K 

TURNOUT 

 

3.1 Status diagnosis process 

 

The running state of S7,,K turnout is the key equipment to 

realize the train line conversion. According to the nonlinear 

and non-stationary characteristics of its action power curve, 

this paper proposes to use the VMD algorithm combined with 

KPCA analysis to extract the state characteristics. Finally, the 

fuzzy clustering analysis algorithm is used to complete the 

running state diagnosis of S7,,K turnout. The specific 

diagnosis flow chart is shown in Figure 1. 

 

 

S700K turnout

Centralized signal monitoring center

Running power curve

Sample-set Test-set

Group 1 Group NGroup1 GroupN

VMD VMD VMD VMD

MPE MPEMPE MPE

Status 
information 
collection

State 
feature 

extraction

Fuzzy clustering analysis

State feature set

Normalized

λ takes a particular value

State2State1 Staten

State 
diagnosis

KPCA KPCAKPCA KPCA

 
 

Figure 1. Flow chart of running status diagnosis of S700K 

turnout 

 

3.1.1 Status information collection 

The characteristics of the action power curve of S7,,K 

turnout reflect its running state. The collection process of its 

power curve mainly includes the following steps: 

a) Starting and unlocking process: the representation circuit 

of S7,,K turnout is disconnected, the motor rotates, and the 

action lever completes the unlocking. The power curve of the 

starting relay is obtained through the signal microcomputer 

monitoring system. 

b) Conversion process: the starting relay continues to be 

connected and the turnout acts. 

c) Locking process: the starting relay is disconnected but 

has the function of slow release, the representation circuit of 

S7,,K turnout is disconnected, and "small steps" appear in the 

power curve. 

The action process of turnout is completed by the indoor 

control circuit and outdoor action circuit. The action power 

curve of S7,,K turnout can be collected by real-time 

monitoring the power of starting relay through the TJWX-

2,,6 microcomputer monitoring system. 

 

3.1.2 Status feature extraction 

The sample-set is constructed with the historical data of 

S7,,K turnout in different states, where Group 1, Group 2, …, 

Group N represent different sample objects. To extract the 

feature information under different states, the VMD 

decomposition is used for frequency-domain analysis, and the 

effective features of each VMD component are characterized 

by MPE. Finally, the eigenvectors of the turnout under 

different states are constructed by KPCA analysis. 

 

3.1.3 Status diagnosis 

According to the characteristic indexes of S7,,K turnout 

under different running states, the initial fuzzy matrix X is 

established by combining the sample set and test set. To 

complete the normalization of the X, firstly, the X is 

standardized by using the Eqns (13) and (14) of the fuzzy 

clustering algorithm; Then, the fuzzy similarity matrix R is 

established by using Eq. (15), and the fuzzy equivalent matrix 

R* is established by using Equation (16) to make it transitive; 

Finally, the ,-1 matrix is determined by the confidence factor 

λ, and the fuzzy Boolean matrix Rλ is formed. As the 

confidence factor λ changes from large to small, when the 

corresponding column vectors of Rλ are the same, the sample 

objects are classified into one class, thus forming a dynamic 

cluster diagram, which can intuitively express the state 

diagnosis results in the case of small samples. 

 

3.2 Evaluation of diagnosis result 

 

To evaluate the effectiveness of the clustering algorithm, the 

evaluation indexes include accuracy rate (P), recall rate (R), 

and F-measure (F), and the calculation methods of the three 

indexes are shown in Eqns. (18)-(2,). TP is the actual cluster 

of the data set, and FP is the cluster obtained after clustering. 

 

𝑃 =
|𝑇𝑃 ∩ 𝐹𝑃|

|𝐹𝑃|
× 100% (18) 

 

𝑅 =
|𝑇𝑃 ∩ 𝐹𝑃|

|𝑇𝑃|
× 100%

 
(19) 

 

𝐹 =
2 × 𝑃 × 𝑅

𝑃 + 𝑅  
(20) 

 

Among the three evaluation indexes, F-measure is a 

comprehensive index of accuracy rate and recall rate, and the 

larger its value, the better the clustering effect will be. 
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4. EXPERIMENTAL PART 

 

4.1 Analysis of power curve of S700K turnout 

 

As a speed-up turnout in high-speed railway, S7,,K turnout 

plays a crucial role in the realization of railway line conversion. 

The output power P and output tension F of its spindle three-

phase asynchronous motor are shown in Eqns. (19) and (2,) 

respectively. 

 

𝐹 = 9950√3
𝑈𝐼

𝑅𝑒𝑛
𝑐𝑜𝑠 𝜃 (21) 

 

𝑃 = 𝜂√3𝑈𝐼 𝑐𝑜𝑠 𝜃
 

(22) 

 

From Eqns. (21), (22), the relationship between power and 

tension characteristics of S7,,K turnout in the conversion 

process is as follows: 

𝐹 = 9950
𝑃

𝑅𝑒𝑛𝜂
 (23) 

 

where, Re, N, and η are built-in parameters of S7,,K turnout, 

which respectively characterize the equivalent arm, speed, and 

conversion efficiency. Thus, it can be concluded that the 

mechanical performance of S7,,K turnout is consistent with 

its power curve characteristics. By analyzing the action power 

curve of the turnout in the conversion process, its running state 

can be obtained. 

Based on the historical data of the power curve of the S7,,K 

turnout from the Signal Centralized Monitoring Center of 

Lanzhou Railway Corporation and taking 4,ms as the 

sampling period, this paper summarizes the power curves 

under four typical running states of healthy, sub-healthy, fault, 

and severe fault, as shown in Figure 2. The corresponding 

classification analysis is shown in Table 1. 

 

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 

 

Figure 2. Power curve of typical running state of S700K turnout 

 

Table 1. Classification and analysis of power curve of S700K turnout under typical running state 

 

Code 
Running 

state 
Curve type Power curve characteristics 

(a) Healthy Normal power curve Unlock peak value, smooth transition, lock "small steps" 

(b) 
Sub-

healthy 1 
Represents loop current is too large 

The "small step" in the locking phase is slightly larger than the 

normal curve 

(c) 
Sub-

healthy 2 

The installation of switch rods and other devices 

is not standard or loose 

The curve fluctuates during the conversion phase, but the 

conversion action can be completed 

(d) Fault 1 Rectifier stack open circuit "Small steps" disappear in the locking phase 

(e) Fault 2 Diode short circuit 
The "small steps" in the locking phase are about twice as high as 

normal 

(f) Severe fault Switch split The conversion time is too long and the motor idles 
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The power curve characteristics of turnout can be roughly 

divided into three stages: start unlocking, conversion and 

locking. In the unlocking stage, the action power curve in the 

healthy state has a peak value due to the hard start of the motor, 

and the conversion stage is relatively stable. In the locking 

stage, there are "small steps" due to the circuit composed of 

two-phase currents B, C and rectifier stack. When the S7,,K 

turnout is in the sub-health state between health and fault, the 

power curve of changes slightly, such as the vibration in the 

transition stage and the circuit current is too large. When the 

S7,,K turnout is in fault mode, the representation circuit of 

the S7,,K turnout is abnormal due to rectifier stack and diode 

failure. In the severe failure mode, the turnout is crowded due 

to the presence of foreign bodies, resulting in a longer 

conversion time. 

 

4.2 Frequency domain analysis of power curve 

 

In the diagnosis of the full cycle running state of the S7,,K 

turnout, the power curve is classified into four typical running 

states: health, sub-health, fault, and severe fault. Under 

different running states, some power curves show obvious 

characteristics, such as long transition time under serious 

faults, while some action power curves only show weak 

characteristics, such as the curve characteristic of excessive 

loop current and vibration in the transition phase is low. To 

reflect the weak characteristics of the power curve under 

different running states, this paper uses the VMD to extract the 

detailed components of the power curve. 

According to the method of observation center frequency in 

Reference [19], when the decomposition level K = 4, the 

penalty factor α = 1,,,, the difference of center frequency is 

large and the signal recognition is high. Taking the running 

state of the S7,,K turnout in sub-health 1 and sub-health 2 as 

an example, the four BIMF and corresponding spectrum after 

VMD are shown in Figure 3. 

From the VMD results and spectrum analysis, it is apparent 

seen that the spectrum distribution centers of BIMF in the 

same running state are different. As shown in Figure 3(b), the 

center frequency of the envelope spectrum of BIMF1 is higher 

than 1,,,, and the center frequencies of BIMF2-BIMF4 

decrease successively. The spectrum distribution centers of the 

same BIMF in the different running states are similar, and the 

differences of spectrum amplitudes are small. To characterize 

the effective features of BIMF of different power curves, MPE 

is used to calculate the modal components, and the feature sets 

are further analyzed. 

 

 
(a) BIMF of Sub-health 1 

 
(b) BIMF spectrum of sub-health 1 

 
(c) BIMF of Sub-health 2 

 
(d) BIMF spectrum of sub-health 2 

 

Figure 3. BIMF and corresponding spectrum of S700K 

turnout 

 

4.3 Entropy calculation and analysis 

 

To quantitatively describe the effective characteristics of the 

power curve, MPE is used to illustrate the signal complexity 

of the BIMF component. Supposing that the one-dimensional 

signal sequence is x, and the coarse-grained signal sequence is 

y, and the time scale is τ, the MPE is shown in Eq. (24). 

 

𝑀𝑃𝐸(𝒙, 𝜏,𝑚, 𝛿) = 𝑃𝐸(𝒚𝑗
𝜏, 𝑚, 𝛿) (24) 

 

where PE is the permutation entropy, MPE is the multi-scale 

permutation entropy, and m and δ represent embedding 

dimension and delay parameters respectively. 
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In practice, the sampling of the microcomputer monitoring 

center is 4, ms, so when the S7,,K turnout is running 

normally, the sampling point N is 165. In Ref. [2,], N≥5m!, 

therefore, m is taken as 4, τ is usually less than 2. Taking the 

S7,,K turnout in a healthy state as an example, and then 

delaying parameters δ is 5, the original feature set R5x5 is 

established by the power curve and BIMF in healthy state: 
 

𝑹 =

[
 
 
 
 
0.840 0.830 0.888 0.922 0.801
0.448 0.490 0.523 0.559 0.609
0.603 0.740 0.835 0.907 0.940
0.765 0.928 0.986 0.964 0.887
0.998 0.995 0.983 0.993 0.998]

 
 
 
 

 

 

The correlation of the above feature sets is different and 

there is signal redundancy, which cannot be used as input 

signals for fuzzy clustering analysis. To simplify the signal 

characteristics, the KPCA is carried out on the feature set R, 

and the parameters with the cumulative contribution rate of 

more than 95% of the feature values are selected as the new 

eigenvector �̄�. Taking the feature set of the S7,,K turnout in 

a health state as an example, after KPCA analysis, the new 

eigenvector �̄� is: 
 

𝑹 = [4.103 0.062 0.062 0]
 

 

The feature vector �̄� can satisfy the requirement of no loss 

of signal features and eliminate information redundancy, 

which greatly reduces the calculation of state diagnosis. 
 

4.4 Running state diagnosis of S700K turnout 

 

4.4.1 Running state diagnosis model of turnout 

Through the frequency-domain analysis of the power curve 

of the S7,,K turnout, based on the power curve (a) to (f) in 

the typical running state in Figure 2, the eigenvector after 

KPCA analysis is shown in Table 2. 
 

Table 2. Sample eigenvector in different states of turnout 

 
Code Eigenvector 

(a) 4.103 0.062 0.062 0.009 

(b) 3.830 0.099 0.094 0.094 

(c) 3.945 0.043 0.014 0.014 

(d) 3.972 0.101 0.041 0.005 

(e) 4.124 0.088 0.064 0.064 

(f) 3.920 0.070 0.014 0.014 
 

Each group of power curves of the S7,,K turnout under 

different typical running states is taken as the sample object, 

and curves (a) to (f) are defined to indicate their eigenvectors 

by f, ~ f5. The fuzzy clustering algorithm is used to carry out 

clustering analysis, which will establish the running state 

diagnosis model of the S7,,K turnout.  

Step 1: Establish fuzzy matrix X. 
 

𝑿 = [𝒇0; 𝒇1; 𝒇2; 𝒇3; 𝒇4; 𝒇5] (25) 
 

Step 2: Fuzzy matrix normalization X′′. 

The fuzzy standard matrix X′′ is obtained by using Eqns. 

(13) and (14): 
 

𝑿′′ =

[
 
 
 
 
0.928 0.327 0.600 0.044
0 0.965 1 1

0.391 0 0 0.101
1 0.775 0.625 0.662
0.306 0.465 0 0.101 ]

 
 
 
 

 

Step 3: Establish fuzzy similarity matrix R. 

As shown in Eq. (15), the fuzzy similarity matrix R is 

established using the exponential similarity coefficient method: 

 

𝑹 =

[
 
 
 
 
 
1 0.433 0.677 0.685 0.716 0.675
0.433 1 0.370 0.521 0.579 0.456
0.677 0.370 1 0.606 0.520 0.824
0.685 0.521 0.606 1 0.660 0.754
0.716 0.579 0.520 0.660 1 0.580
0.675 0.456 0.824 0.754 0.580 1]

 
 
 
 
 

 

 

Step 4: Constructing fuzzy equivalence matrix R*. 

As shown in Eq. (16), the fuzzy equivalent matrix R* is 

constructed using the transfer packet algorithm: 

 

𝑹∗ =

[
 
 
 
 
 
1 0.579 0.685 0.685 0.716 0.685
0.579 1 0.579 0.579 0.579 0.579
0.685 0.579 1 0.754 0.685 0.824
0.685 0.579 0.754 1 0.685 0.754
0.716 0.579 0.685 0.685 1 0.685
0.685 0.579 0.824 0.754 0.685 1]

 
 
 
 
 

 

 

Step 5: Form cluster diagram. 

Eq. (17) is used to establish the corresponding equivalent 

Boolean matrix Rλ. When λ changes from 1 to ,, the same 

columns of the matrix Rλ are grouped into one category, and a 

dynamic cluster diagram is formed, thereby completing the 

establishment of the S7,,K turnout running state diagnosis 

model. 

 

4.4.2 Diagnostic results and state analysis of the curves to be 

tested 

To verify the effectiveness of the diagnostic model for the 

running state of the S7,,K turnout, based on the historical 

monitoring data of S7,,K turnout from the signal centralized 

monitoring center of Lanzhou Railway Corporation, power 

curves are randomly selected under sub-health 1 and severe 

fault conditions. Each curve data is regarded as the curve to be 

tested, and its label is defined as d, ~ d1. After the frequency-

domain analysis and feature analysis, the eigenvectors of the 

power curves to be tested are shown in Table 3. Combined with 

the diagnosis model in the previous section, the eigenvectors 

of the power curves to be tested are analyzed by fuzzy 

clustering, and the dynamic clustering diagram is shown in 

Figure 4. 

 

Table 3. Eigenvector of the power curve to be tested 

 
Code Eigenvector 

d0 4.103 0.062 0.062 0.009 

d1 3.920 0.070 0.014 0.014 

 

From the dynamic clustering diagram of the power curve to 

be tested, when the λ on the left changes from 1 to 0, the 

number of categories on the right decreases and finally falls 

into one category. When λ changes to 0.931, f5 and d1 are 

classified into one category, and the curve d1 to be tested and 

the sample f5 belongs to the same state, so d1 is diagnosed as 

sub-health 1. Similarly, when λ changes to 0.849, f1 and d0 are 

classified into one category, d0 is diagnosed as a serious fault 

state, which is consistent with the field detection results. 

Due to the low failure rate of S700K turnout and the 

difficulty in sample collection, this paper uses MATLAB 

software to carry out fuzzy clustering simulation analysis of 

the curves under different running states. The state diagnosis 
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of S700K turnout can be realized without a large amount of 

data for training. To verify the effectiveness of the algorithm, 

10 groups of power curves of S700K turnout under different 

running states are taken as the test set. A total of 60 sets are 

input into the state diagnosis model one by one, the results 

show that the F-measure is 93.23%, which verifies the 

effectiveness of the proposed algorithm. 

Figure 4. Dynamic clustering diagram of the power curve to 

be tested 

5. CONCLUSION

Aiming at the consistency between the running state and the 

power curve of the S700K turnout, this paper proposes to use 

VMD for frequency domain analysis, combined with KPCA to 

extract the characteristics of the power curve. The fuzzy 

clustering analysis algorithm is used to realize the diagnosis 

algorithm of S700K turnout's full cycle running state, and the 

following conclusions are drawn: 

1) The decomposition method of VMD has the

characteristics of self-adaptation, and it can be used to analyze 

the power curve in frequency domain, which is beneficial to 

extract the detail components of S700K turnout.  

2) Multi-scale permutation entropy is an index to measure

signal complexity, and it is sensitive to signal mutations. It can 

be used to characterize the micro characteristics of power 

curves and decomposition components. KPCA eliminates the 

redundancy of feature information and improves the 

recognition rate and efficiency of running state diagnosis. 

3) The different running states of S700K turnout are used to

form a dynamic clustering diagram. When the λ takes a 

specific value, the running state diagnosis of S700K turnout is 

realized. The experimental results show that the algorithm has 

the characteristics of small sample analysis, and does not need 

to be trained in advance. It can realize the diagnosis of the state 

of the S700K turnout, and provide a new guarantee for its 

equipment maintenance and repair. 
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