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 The dominant color features determine the presentation effect and visual experience of 

landscapes. The existing studies rarely quantify the application effect of landscape colors 

through image colorization. Besides, it is unreasonable to analyze landscape images with 

multiple standard colors with a single color space. To solve the problem, this paper proposes 

an automatic extraction method for color features from landscape images based on image 

processing. Firstly, a landscape lighting model was constructed based on color constancy 

theories, and the quality of landscape images was improved with color constant image 

enhancement technology. In this way, the low-level color features were extracted from the 

landscape image library. Next, support vector machine (SVM) and fuzzy c-means (FCM) 

were innovatively integrated to extract high-level color features from landscape images. The 

proposed method was proved effective through experiments.  
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1. INTRODUCTION 

 

Owing to seasonal changes and the variation in spatial 

layout, landscapes present various textures and color types. 

The varied colors would trigger different emotions among the 

viewers, exert a positive influence on their psychology, and 

leave them with a rich impression of the landscapes [1-6]. The 

dominant color features determine the presentation effect and 

visual experience of landscapes [7-9]. Considering the 

diversity and seasonal variation of the colors of plants and 

buildings, it is worthwhile to study the color configuration of 

landscapes, and quantify the features of color composition. 

These studies are premised on the color features of landscape 

images. Therefore, the extraction of these features must be 

continuously explored and updated [10-16]. 

Through field survey, color collection, and aerial 

photography, Raja et al. [17] extracted the architectural color 

features of typical historical blocks in cities, and proposed a 

block planning strategy with regional historical elements. Cai 

et al. [18] mainly explored campus building colors, which 

reflect the visual beauty and spiritual atmosphere of college 

buildings: The color styles of unique campus buildings in 

different periods were qualified and quantified in both time 

and space, and the evolution mechanism of the color styles was 

analyzed along with the continuous update and expansion of 

the campus. Using NCS color cards, Li et al. [19] collected the 

seasonal aspect color features of wild plants in Changbai 

Mountain Scenic Area, screened 120 types of plants with 

ornamental flowers, plants with ornamental fruits, and plants 

with colorful foliage, all of which have obvious seasonal 

aspect features. Furthermore, the flower color NCS range 

containing 53 standard colors was determined for plants with 

ornamental flowers, and the fruit color NCS range containing 

15 standard colors was determined for plants with ornamental 

fruits. In addition, the ideas of creating a dynamic and 

sequential landscape out of the colors of plants in different 

seasons were discussed from three perspectives: landscape 

viewing period, time, and space. Starting with environmental 

color psychology, Jena et al. [20] constructed an evaluation 

model for the color features of park landscapes based on the 

degree of the psychological impact of tourists, set up the 

corresponding multi-linear regression equation, and applied 

the equation to associate park landscape color features with 

tourists’ psychological perception. Zhao et al. [21] enhanced 

the images on roadside landscapes through texture rendering, 

effectively extracted the color characteristic quantities that 

visually stimulate drivers and passengers, and carried out 

automatic identification of color modes and classification of 

color features. 

The existing studies mostly qualify the application effect of 

landscape colors [22-29], but rarely quantify the effect through 

image colorization. Besides, it is unreasonable to analyze 

landscape images with multiple standard colors with a single 

color space. To solve the problem, this paper proposes an 

automatic extraction method for color features from landscape 

images based on image processing. To improve the robustness 

and stability of automatic extraction of color features from 

landscape images, Section 2 constructs a landscape lighting 

model based on color constancy theories, improves the quality 

of landscape images with color constant image enhancement 

technology, and thereby extracts the low-level color features 

from the landscape image library. Section 3 combines support 

vector machine (SVM) and fuzzy c-means (FCM) to extract 

high-level color features from landscape images. The 

proposed method was proved effective through experiments. 
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2. COLOR FEATURE EXTRACTION FROM 

LANDSCAPE IMAGES WITH MULTIPLE COLOR 

SPACES 

 

2.1 Lighting model construction based on color constancy 

theories 

 

Three conditions must be satisfied to suppress the external 

interference of the computer vision system and the image 

processing system, and to enhance the robustness and stability 

of the color features of landscape images: 

(1) The landscape image samples could be properly 

imported to the machine learning network as vectors; 

(2) The network learning algorithm could fit the mapping 

function between color distribution of landscape images and 

lighting; 

(3) The output vectors of machine learning network should 

be composed of the color distribution features of landscape 

images. 

 

 
 

Figure 1. Utilization frequencies of different color systems in 

landscape images 

 

Figure 1 shows the utilization frequencies of different color 

systems in landscape images. Among the spatial color systems 

of the landscape images in spring, summer, autumn, and 

winter, the light green is the most frequently utilized color 

system, followed in turn by dark green, yellow, white, pink, 

purple, and red. Currently, there are mainly two theories about 

color constancy. The first theory differentiates between 

lighting conditions and object colors through image depiction. 

The second theory explains the brightness and color change 

with the human memory process. Let (a, b) be the coordinates 

of any pixel in the target landscape image; ZD be the 

illuminance of the image; CH be the reflection property of the 

objects in the image; RE be the reflected light that can form an 

image once it is captured by the imaging device. Then, we 

have: 

 

)()()( ba,CHb a,ZD=b a,RE 
 (1) 

 

Formula (1) shows that the reflected light is only affected 

by CH and ZD. However, the impact of CH is far greater than 

that of ZD. If ZD can be estimated from RE and removed, then 

the landscape image enters the optimal state, eliminating the 

need for considering lighting variation. In this case, it is very 

likely to restore a clear landscape image. 

Without any additional conditions or limitations, it is 

difficult to estimate the lighting and color distribution features 

of images accurately. If the lighting is fixed, however, the 

color distribution of a landscape image can form a closed and 

bounded convex set. This paper introduces the color constancy 

of landscape images to the machine learning network, and thus 

determines the mapping function between the color 

distribution features and the imaging lighting of landscape 

images. The landscape image lighting model needs to consider 

the following light factors, namely, ambient light, diffuse 

reflected light, specular reflected light, and light intensity 

attenuation. 

The ambient light of landscape imaging scene may change 

obviously, if the weather changes from sunny to cloudy, or the 

other way around. The lights from all directions reach plants 

and buildings on different levels, and are then reflected evenly 

in all directions. Let RES be ambient light intensity; COS be the 

reflection coefficient of the object surface for ambient light. 

Then, the reflection intensity REH of ambient light can be 

calculated by: 

 

SSH CORERE =
 

(2) 

 

The sun lights come from the same direction, and are 

reflected evenly in all directions by the plants and buildings on 

different landscape levels. Let M be the normal vector of 

plant/building surface at point O; K be the vector pointing 

from O to the light source, i.e., the sun; ω be the angle between 

M and K, i.e., the incident angle of lights; REG be the light 

source intensity; COM∈ [0, 1] be the diffuse reflection 

coefficient, which depends on the material attribute of 

plant/building, and the wavelength of the incident light. 

According to the law of cosines, the intensity of diffuse 

reflected light REM at O can be calculated by: 

 









=

2
,0,


cosCORERE MGM

 

(3) 

 

Let COJ be the specular reflection coefficient COJ; β be the 

angle between the viewpoint direction U and the specular 

reflection direction S; m be a constant related to the 

smoothness of plant/building surface (the greater the value of 

m, the smoother the object surface). Then, the light intensity 

REJ in the viewing direction of specular reflected light, which 

measures the level of specular reflection, can be calculated by 

Phong model: 

 

m

JGJ cosCORERE =
 

(4) 

 

If the light conditions are fixed, an object close to the light 

source will appear brighter than that far away from the source. 

Thus, the attenuation of the light intensity must be considered 

during the processing of landscape images. Let l be the 

propagation distance of light. Then, the secondary attenuation 

function of landscape image light intensity can be established 

as: 

 

( ) 










++
=

2

210

1
,1

lplpp
minlg

 

(5) 

 

Formula (5) shows that the different light effects in the 

landscape scene can be realized by regulating the adjustment 
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coefficients p0, p1 and p2 of the computer vision system. The 

RGB color space can be selected to illustrate the color scene 

of a landscape image. Therefore, this paper decides to build a 

lighting model of each color component in the RGB color 

space. Then, the intensities of ambient light, diffuse reflected 

light, and specular reflected light can be respectively described 

as: 

( )SBSGSRS RERERERE ,,=
 

(6) 

 

( )MBMGMRM RERERERE ,,=
 

(7) 

 

( )GBGGGRG RERERERE ,,=
 

(8) 

 

The coefficients of ambient light reflection COS, diffuse 

reflection COM, and specular reflection COJ can be 

respectively calculated by: 

 

( )SBSGSRS COCOCOCO ,,=
 

(9) 

 

( )MBMGMRM COCOCOCO ,,=
 

(10) 

 

( )JBJGJRJ COCOCOCO ,,=
 

(11) 

 

In the RGB color space, the light intensities of the red, green, 

and blue channels can be respectively given by: 
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To simplify the adjustment of light effects, the different 

reflection coefficients can be decomposed as: 

 

,

,

SR MR MR

SG S MG MG

SB MB MB

JRMR MR

M MG JG J MG
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 (15) 

 

Formula (15) shows that, when the ambient light intensity 

and light source intensity of a landscape image are fixed, the 

surface colors of plants/buildings on different levels are jointly 

determined by COS, COM, and COJ. 

2.2 Landscape image enhancement  

 

Based on color constancy, image enhancement can improve 

the quality of landscape images. The enhancement helps to 

enrich the information in the target image, improve the 

identification effect of the objects in the image, and promote 

the automatic extraction effect on the color distribution 

features from the image. To achieve color constant image 

enhancement, the premise is to ignore the landscape color 

features not required for image quality decline and attenuation, 

and to highlight the necessary features. Under this premise, the 

processed landscape image could be more effective than the 

original image in certain application scenarios. 

To simplify the calculation process of color constant image 

enhancement, the original landscape image should be 

transformed to the logarithmic space, that is, the multiplication 

and division operations in formula (16) should be replaced 

with linear addition and subtraction: 
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(16) 

 

Then, the illumination variation should be estimated by 

comparing the values of different pixels in the landscape 

image. Let [c, d] be the grayscale interval of the original 

landscape image g(a, b); [e, f] be the grayscale interval of h(a, 

b) after contrast stretching. Taking contrast stretching as a 

linear transform, the relationship between the original 

landscape image and the linearly transformed image can be 

characterized by: 

 

( ) ( )( )cbag
cd

ef
ebah −

−

−
+= ,,

 

(17) 

 

The values of c and d can be obtained from the histograms 

of the original and processed landscape images, while the 

values of e and f can be derived from the grayscale interval of 

the mapping function. Since |d-c| is always smaller than |f-e|, 

the grayscale difference and contrast difference between pixels 

are increased through discretization, which does not change 

the number of pixels in the landscape image. The growing 

differences improve the quality of the landscape image, and 

facilitate the automatic extraction of color features. Figure 2 

compares the histograms of the original and processed 

landscape images after color constant image enhancement. 

 

 
 

(a) Original image 
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(b) Processed image 

 

Figure 2. Histograms of the original and processed landscape 

images after color constant image enhancement 

 

2.3 Color feature extraction from landscape images 

 

The basic color features and dominant color system of a 

landscape image can be determined according to the landscape 

image captured in real time by the computer vision system, as 

well as the landscape environment information provided by 

field operators. Here, the relative color system bias component 

(CSBC) extracted from the RGB space is taken as a basic color 

feature of the landscape image. The greater the color system 

bias, the better the automatic extraction of color features. Let 

SO be the CSBC of the original landscape image, and SO be the 

corresponding grayscale component. Then, the relative color 

system bias CDCS of the original landscape image can be 

calculated by: 

 

O

OO
S

G

GS
CDC

−
=

 

(18) 

 

The extracted relative color system bias should be 

normalized to further enhance the robustness of color feature 

extraction from landscape images under different light 

conditions.  

Table 1 shows the composition of color clusters in 

landscape images. In the hue-saturation-value (HSV) color 

space of the landscape image colors, the H component is 

mostly light green, dark green, white, yellow, etc. The H value 

is independent of the lighting conditions of the imaging site, 

and related only to the colors of plants/buildings on different 

levels in the landscape images. Therefore, the mean value of 

H was selected as the color feature of landscape images. The 

H value can be simply calculated by: 

After a landscape image completes RGB-HSV transform, 

the mean value of H was calculated. The greater the mean 

value, the smaller the CSBC. The inverse is also true. 
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2

1

2
cos

2
cos360

 

(19) 

 

Table 1. Composition of color clusters in landscape images 

 
Cluster 

number 

Type of color 

cluster 
Plant 

Ornamental 

position 

Seasonal aspect color 

Spring Summer Autumn Winter 

LI1 Multi-color type 

Chinese ash, Chinese parasol Leaves 
Light 

green 

Light 

green 

Light 

green 
\ 

Silk tree, willow 
Flowers and 

leaves 
Pink 

Light 

green 
\ \ 

Ivy  Leaves 
Light 

green 

Light 

green 
Red \ 

Masson pine, sweet-scented 

osmanthus 

Flowers and 

leaves 

Dark 

green 

Dark 

green 

Dark 

green 

Dark 

green 

LI2 Multi-color type 

Oriental plane Leaves Yellow 
Light 

green 
\ \ 

Oriental cherry 
Flowers and 

leaves 
White 

Light 

green 
\ \ 

Cape jasmine 
Flowers and 

leaves 
White 

Light 

green 

Light 

green 

Light 

green 

Red maple Leaves \ 
Light 

green 
Red \ 

LI3 Multi-color type 

Canna Flowers  \ 
Light 

green 
Yellow \ 

Oriental cherry Flowers  White 
Light 

green 
\ \ 

Southern magnolia 
Flowers and 

leaves 

Light 

green 

Light 

green 

Light 

green 

Light 

green 

LI4 Multi-color type 

Winter jasmine 
Flowers and 

leaves 
Yellow 

Light 

green 

Light 

green 

Light 

green 

Scarlet sage Flowers Red 
Light 

green 
\ \ 

Gingko Leaves 
Light 

green 

Light 

green 
Yellow \ 

Boston ivy Leaves 
Dark 

green 

Light 

green 

Dark 

green 

Dark 

green 
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Figure 3. Analysis results on CSBC 

 

Figure 3 presents the analysis results on CSBC. 

Theoretically, the color space-based CSBC analysis had a low 

discriminability. The color features were randomly extracted 

from landscape images of different seasons. For example, the 

green component of spring landscape images was sometimes 

smaller than that of autumn images. This calls for the 

extraction of high-level color features. 

Based on machine vision and image processing, the 

automatic extraction of color features from landscape images 

aims to extract image information through computer vision 

system, and then classify landscape image pixels to different 

classes of image color features. To obtain color feature classes 

more accurately, this paper integrates different 

complementary components from multiple color spaces of the 

original image. Our strategy can be detailed as follows: 

Step 1. Image graying is the basis of multi-color space 

fusion. Based on Camshift algorithm, this paper transforms the 

original image into a color probability distribution map, better 

reflection. The distribution law of the original landscape image 

grayscale value, using the color histograms of plants/buildings 

on different levels in the landscape image. The map better 

reflects the distribution law of grayscales in the original image. 

Next, other components like hue and saturation were added for 

further fusion. 

Step 2. The background differencing algorithm was 

improved to quantify the feature difference between 

plants/buildings on different levels and the background of the 

landscape image in different color spaces. The improved 

algorithm was applied to perform differential operations on the 

nine color feature sub-space (CFSS) components LIR, LIG, LIB, 

LIH, LIS, LIh, LIL, LIa, and LIb, which are extracted from the 

original landscape image in three color spaces, namely, RGB, 

HSV, and Lab3. In this way, 9 decomposed sub-images could 

be obtained  

Step 3. Through the extraction and background differencing 

of the components from multiple color spaces and multiple 

CFSSs of the landscape image, the information of multiple 

color spaces was successfully fused based on the differential 

results. Let Φ1 be the target area of the plants/buildings on 

different levels, which is identified through background 

differencing of grayscale; Φ2, Φ3…, Φq, q=2, 3, …, 9 be the 

target area identified through background differencing of the 

other eight components. Then, the target areas of different 

objects in the landscape image could be obtained through 

simultaneous background differencing of multiple CFSS 

components. 

Step 4. The color results of different components were fused 

and denoised. To check if the landscape image contains a noise 

component c, it is necessary to search for K nearest neighbors 

similar to the image in the normalized landscape image library. 

Let lcτ be the Euclidean distance between two landscape 

images c and τ; n be the number of image color features; φa be 

the adjustable parameter. Then, the similarity between the 

eigenvariables of K+1 images can be defined by: 

 

( ) K
n

l
aO

a

c
c ,...2,1        exp

2

=









−= 






 

(20) 

 

The similarity in color features between landscape image c 

and K nearest samples can be defined as: 

 

( ) ( )( )bOmaxaOg ccc  −−=1
 

(21) 

 

There are K color feature matching scores. If the matching 

scores of the target landscape image are all below the preset 

threshold, then the image must be noisy. Therefore, the greater 

the K value or the preset threshold, the smaller the probability 

of noise presence in the landscape image. After eliminating the 

noise from the image, the final image color features would be 

exposed. 

 

 

3. HIGH-LEVEL COLOR FEATURE EXTRACTION 

COUPLING SVM AND FCM 

 

The low-level color features extracted from the landscape 

image library could be compiled into a logic low-level color 

eigenvector library. The landscape images trained by SVM or 

FCM could form a decision matrix or a membership matrix, 

revealing the probability of each landscape image sample 

belonging to a class of color features. This paper combines two 

machine learning algorithms, namely, SVM and FCM, to 

improve the classification accuracy. Figure 4 shows the 

workflow of the hybrid algorithm in color feature extraction.  

 

 
 

Figure 4. Flow of hybrid algorithm in color feature 

extraction 

 

Suppose the color features of the landscape image library 

can be divided into ξ classes. After SVM training, a color 

feature classifier would be generated for each class. For an 

original, untrained landscape image, the color feature 
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classifiers would produce a ξ-dimensional color feature 

decision vector (CFDV); each dimension reflects the 

probability of the sample belonging to a class of color features. 

The greater the probability, the more likely for the sample to 

belong to the corresponding class. Let Qτw be the probability 

of sample w belonging to class δ ( 𝛿 ∈ 𝜉 ). Then, an ξ-

dimensional CFDV can be produced from w: 

 

 www

svm

w QQQg ,...,, 21=
 

(22) 

 

Suppose FCM has ξ fuzzy groups FGs. Let λjw be the 

membership of FCM-trained sample w to class j of color 

features (j∈ FG). Then, the membership matrix of the 

landscape image can be established as:  

 

 w
FG

ww

fcm

wg  ,...,, 21=
 

(23) 

 

Similarity is commonly measured by Euclidean distance. 

Compared to this common metric, the cosine of the angle 

between vectors can clearly characterize the semantic 

similarity in the vector space model for color feature retrieval. 

To learn high-level color features, the SVM or FCM could 

measure the similarity between original landscape images by 

angle cosine of vectors. 

Suppose the target landscape image w and a known sample 

u in the library are trained by SVM and FCM. After the 

training, two color feature decision matrices gS
w and gC

w can 

be obtained, as well as two membership matrices gS
u and gC

u. 

Let Qδw and Qδu be the probabilities of w and u belonging to 

class δ of color features (δ∈ξ), respectively. Then, the SVM-

based similarity of landscape images can be given by: 

 

( )

( ) ( )

*

1

2 2

1 1

, 1

1

*

S S

S w u

w u

w u

O g g cos

Q Q

Q Q



 


 

 
 



=

= =

= −

= −


 

 (24) 

 

Let λjw and λju be the memberships of w and u to class j of 

color features (j∈FG), respectively. Then, the FCM-based 

similarity of landscape images can be given by: 

 

( )

( ) ( )

*

1

2 2

1 1

, 1

1

*

C C

C w u

FG

jw ju

j

FG FG

jw ju

j j

O g g cos

Q Q



 
=

= =

= − =

−



 

 
(25) 

 

Let γl and γ2 be two nonnegative weight coefficients. The 

values of the two coefficients should be determined 

empirically through experiments. The only constraint is that 

the sum of the two should be 1. Next, the SVM-based 

similarity and FCM-based similarity can be fused by:  

 

( ) CSCS OOuwO 21,  +=−  
(26) 

 

The smaller the value of OS-C, the more similar the color 

features between samples; the greater the value, the larger the 

difference between color spaces. The proposed SVM-FCM 

algorithm compresses low-level color eigenvectors, merges 

high-level color features, and classifies color features in line 

with subjective cognition. Figure 5 presents the color features 

extracted by our algorithm from the landscape images of the 

four seasons. 

 

 
 

Figure 5. Color features extracted by our algorithm from the 

landscape images of the four seasons 

 

 

4. EXPERIMENTS AND RESULTS ANALYSIS 

 

The color features of landscape images, including REH, REM, 

REJ, CDCS, hue H, CFDV, OS and OC, were grouped in pairs, 

and subject to Pearson correlation analysis. The results in 

Table 2 show that the REH of foreground plants in landscape 

images has a significant negative correlation with REJ and 

CDCS. To extract and classify color features from landscape 

images, it is often necessary to coordinate the color brightness 

and CSBC of plants/buildings on different levels in the images. 

The plants/buildings with a high hue H tend to have bright 

colors, and relatively large OS and OC. Their color features are 

more likely to be correctly classified.

 

Table 2. Correlations between color features 

 
 REH REM REJ CDCS Hue H CFDV OS OC 

REH 1        

REM -0.175 1       

REJ -0.423 0.237 1      

CDCS -0.481 0.258 0.635 1     

Hue H 0.059 0.272 -0.059 0.095 1    

CFDV -0.058 0.235 0.127 0.381 0.213 1   

OS -0.213 0.189 0.638 0.072 0.067 -0.214 1  

 -0.167 0.124 -0.015 -0.019 0.259 -0.237 0.495 1 
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Figure 6. Hue values of objects on different levels 

 

Figure 6 shows the distribution range of the hues of 

plants/buildings on different levels. Note that H1 and H2 stand 

for the hues of foreground and background objects, 

respectively. It can be seen that the hues of plants/buildings on 

different levels clustered in different areas. The H1 values of 

foreground plants/buildings mainly concentrated in [0°, 80°] 

and [230°, 260°], the intervals of red, orange, yellow, and 

purple color systems. The H2 values of background 

plants/buildings mainly concentrated in [80°, 230°], the 

interval of yellow and green color systems. Therefore, the 

foreground objects of the landscape images cover more color 

systems than the background objects. 

 

 
 

Figure 7. Mean hue distribution of landscape images 

 

According to the distribution of mean hue of landscape 

images (Figure 7), the landscape images after the extraction of 

low-level color features had smaller mean hues than those after 

the extraction of high-level color features. The CSBC 

similarity of landscape images was separately measured by 

angle cosine and Euclidean distance. The two metrics captured 

basically the same trend of hue. Of course, the CSBC obtained 

by Euclidean distance was larger than that obtained by angle 

cosine. It can be seen from Figure 7 that, the smaller the mean 

hue of a landscape image, the lower the extraction accuracy of 

its color features. This agrees with the results of manual 

extraction of color features. There was no obvious boundary 

between the hue values of low-level color extraction and those 

of high-level color extraction. The two sets of hues were only 

overlapped partially. Therefore, the color features of landscape 

images cannot be classified accurately, solely relying on hue. 

This paper introduces saturation of landscape images to the 

color feature analysis. Figure 8 illustrates the relationship 

between mean hue and mean saturation of landscape images. 

 
 

Figure 8. Relationship between mean hue and mean 

saturation of landscape images 

 

 
 

Figure 9. Saturations of objects on different levels 

 

Figure 9 compares the statistical distributions of saturations 

of plants/buildings on different levels. Note that S1 and S2 

stand for the saturations of foreground and background objects, 

respectively. It can be seen that the S1 values of foreground 

plants/buildings mainly concentrated in [10°, 80°], while the 

S2 values of background plants/buildings mainly concentrated 

in [0°, 90°]. There was no obvious difference between the 

concentration areas of the saturations for objects on different 

levels.  

 

 
 

Figure 10. Values of objects on different levels 

 

Figure 10 compares the statistical distributions of values of 

plants/buildings on different levels. Note that V1 and V2 stand 
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for the values of foreground and background objects, 

respectively. It can be seen that the V1 values of foreground 

plants/buildings mainly concentrated in [60°, 95°], while the 

V2 values of background plants/buildings mainly concentrated 

in [40°, 80°]. There was an obvious difference between the 

concentration areas of the values for objects on different levels: 

the foreground plants/buildings had relatively high values; the 

landscape would have a better sense of depth, if the foreground 

and background objects have a 30% value difference.  

 

 
 

Figure 11. Color ratios of objects on different levels 

 

In a landscape image, the color ratio of objects refers to the 

color area of plants/buildings on different levels as a 

proportion of the total area of the landscape. Figure 11 

compares the statistical distributions of color ratios of 

plants/buildings on different levels. It can be seen that the 

color ratios of foreground and background objects 

concentrated in [0.05, 0.35] and [0.25, 0.35], respectively. 

Foreground objects have a smaller color ratio than background 

objects. 

 

 

5. CONCLUSIONS  

 

Based on image processing, this paper mainly proposes an 

automatic extraction method for the color features of 

landscape images. Firstly, the lighting model was constructed 

for landscape images based on color constancy theories, the 

landscape images were enhanced without sacrificing color 

constancy, and the low-level color features were extracted 

from the samples of the landscape image library. Next, an 

improved method was developed by coupling SVM with FCM, 

and used to extract the high-level color features from 

landscape images. After that, experiments were carried out to 

disclose the correlations between color features, draw the 

scatter plots for the hues, saturations, and values of objects on 

different levels, and compare the color ratios of objects on 

different levels. The experimental results verify the 

effectiveness of our method, and promote our understanding 

of landscape color features. 
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