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There are many limitations of the current online learning platforms in the monitoring of 

learning behaviors and the evaluation of teaching effects. For example, the platforms cannot 

sense and correct the changes in the learning states and emotions of the students. To 

overcome the limitations, this paper tries to analyze online learning behaviors based on 

image emotion recognition. Firstly, the flow of image emotion recognition was detailed to 

facilitate the analysis of online learning behaviors, and the key frames were extracted from 

human face images, using improved local binary pattern (LBP) and wavelet transform. Next, 

the authors constructed the structure for the system of online learning behavior analysis, 

proposed a learning emotion recognition method based on facial expressions, and 

established an image emotion classification model for online learning, based on the attention 

mechanism. Experimental results show that the proposed algorithm is effective in analyzing 

online learning behaviors based on image emotion recognition.  
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1. INTRODUCTION

Online learning is an emerging way of learning in the 

Internet era. Compared with traditional classroom learning, 

online learning boasts incomparable advantages, such as 

diverse channels of knowledge acquisition, individualized 

learning plans, and a growing number of students [1-3]. 

However, there are many limitations of the current online 

learning platforms in the monitoring of learning behaviors and 

the evaluation of teaching effects [4-6]. For example, the 

platforms cannot sense and correct the changes in the learning 

states and emotions of the students, because face-to-face 

teacher instruction is removed from online learning. To ensure 

the effect of online learning, it is particularly important to 

recognize the emotions of students, and effectively monitor the 

learning behaviors during online learning. 

Existing research shows that the performance of 

convolutional neural network (CNN) in data processing is 

greatly affected by whether the emotional image data are 

labeled [7-10]. Based on semi-supervised dynamic learning, 

Chaabi et al. [11] constructed a largescale dataset of image 

emotions, which effectively makes up for the gap between 

image features and human emotions, and formulated a 

relational learning network that effectively segments the 

foreground and background in original images. 

Traditionally, image emotion recognition is grounded on 

statistics. The traditional models rely heavily on artificial 

visual features, which take lots of time and labor to construct, 

and incur a high cost of labeling the target dataset [12-16]. To 

solve the small sample problem of image emotion recognition, 

Narula et al. [17] formulated a two-layer transfer CNN capable 

of extracting universal low-level image features and high-level 

semantic features, and thereby effectively solved the matching 

errors caused by the distribution difference between regions of 

interest (ROIs). Drawing on the salient feature map extracted 

by Itti’s visual attention model, Padhy et al. [18] computed the 

weighted histogram of each block in the map, designed an 

eigenvector composed of image emotions like color, texture, 

and expression, and applied the eigenvector to the emotion-

based film recommendation system; the application led to 

excellent recommendation results. 

To improve the quality of online teaching and education, 

researchers have implemented data mining on the learning 

behavior records and behavior features of students in online 

learning [19-22]. Wang and Zhang [23] explored deep into the 

correlations between the purposes, interests, learning types, 

and behavior features of online learning students, evaluated 

how these factors influence the learning effect, and proposed 

an improvement scheme for personalized learning 

management system. After analyzing student behaviors in 

online learning, Purwoningsih et al. [24] introduced the 

analysis results to predict the learning effect and provide a 

reference for teaching interventions, and observed that the 

strategy greatly improved the effect of personalized learning. 

The previous application of image emotion recognition in 

online learning behavior analysis faces several challenges: 

unrobust recognition effects, and high cost of labeling salient 

areas of image emotions [25-28]. Besides, there is a severe 

lacking of online learning behavior analysis that combines 

facial organ state detection with emotion perception analysis. 

To solve the problem, this paper tries to analyze online 

learning behaviors based on image emotion recognition. 

Section 2 details the flow of image emotion recognition to 

facilitate the analysis of online learning behaviors, and extracts 

the key frames from human face images, using improved local 

binary pattern (LBP) and wavelet transform. Section 3 

provides the basic structure for the system of online learning 

behavior analysis, and presents a learning emotion recognition 

method based on facial expressions. Section 4 establishes an 

image emotion classification model for online learning, based 

on the attention mechanism. Through experiments, the 

proposed algorithm was proved effective in analyzing online  
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learning behaviors based on image emotion recognition. 

 

 

2. EXTRACTION OF KEY FRAMES 

 

 
 

Figure 1. Flow of image emotion recognition based on 

online learning behavior analysis 

 

The image emotion recognition of surveillance video on 

online learning students mainly covers the following tasks: 

recognizing the static emotional features based on the facial 

emotional changes in the key frames of the video, and 

recognizing the dynamic emotional features based on the 

dynamic changes of facial expressions in a series of video 

images. Figure 1 explains the flow of image emotion 

recognition based on online learning behavior analysis. It can 

be seen that any emotion recognition method must extract 

features from facial expressions. This paper relies on improved 

LBP and wavelet transform to extract the key frames from 

facial expression images.  

The LBP can characterize the relationship between a pixel 

and its neighboring pixels in the surveillance video image. In 

this paper, the improved uniform mode LBP operator Δun-LBP 

is adopted to extract the face features from each image in the 

surveillance video on online learning students. Let hD be the 

grayscale of the central pixel in the image; hO(o=0, 1, L, O-1) 

be the grayscales of the other pixels in the circular 

neighborhood of the central pixel. Then, Δun-LBP can be 

expressed as: 
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where, V(Δun-LBP) can be calculated by: 
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The binary function r(a) can be expressed as: 
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The two-dimensional (2D) Gabor wavelet was selected to 

process the texture of the images in the surveillance video on 

online learning students, aiming to extract the facial emotional 

features from the spatial domain and the time domain 

simultaneously. Let ||*|| be the remainder operation; λ and u be 

the direction and scale of Gabor filter, respectively; 

lv,u=[lucosθv] and lmax be the central frequency and maximum 

central frequency, respectively, with lu=lmax/g and θv=vπ/8; 

c=(a, b) be the coordinates of a pixel in an image; δλ-u be the 

kernel function of the 2D Gabor wavelet. Then, the wavelet 

transform of a grayscale image GR(a, b) in the surveillance 

video can be expressed as: 
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where, δλ-u can be calculated by: 
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Let FISB(a, b) and FIXB(a, b) be the real part filter and 

imaginary part filter of Gabor wavelet, respectively; (FI*GR) 

be the convolution operation of GR(a, b) and wavelet filter. 

After convolutional filtering of GR(a, b) by FISB(a, b) and 

FIXB(a, b) in eight directions and on five scales, the resulting 

real and imaginary parts of GR(a, b) need to be computed by 

formula (6), in order to obtain the facial feature map after 

wavelet transform: 

 

( ) ( ) ( )( ) ( ) ( )( )
2 2

, , * , , * ,SB XBFEF x y FI x y GR x y FI x y GR x y= +  (6) 

 

Finally, the grayscales of N facial expression feature maps 

were stretched to produce the one-dimensional (1D) Gabor 

eigenvector of the original facial expression image. 

To effectively extract the emotional expressions of online 

learning students, it is necessary to associate the emotional 

information of the voice in the surveillance video with the 

emotional information of the facial expression image. Suppose 

there are m frames in each second of the surveillance video on 

online learning students. Then, each frame of the voice signal 

can be processed with Hamming window at the speed of m 

frames per second. Let FL and SH be the frame length and 

frame shift of the voice signal, respectively; SF=3FL is the 

sampling frequency. Then, the frame length can be calculated 

by: 

 

( )1FL m m SH SF − −  =  (7) 

 

Formula 7 is equivalent to:  

 

( )3 / 2 1FL SF m= +  (8) 

 

Let {g(l), g(2), …, g(M)} be the voice series processed by 

Hamming window, with M being the total number of frames. 
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Then, the time series g(i) of the voice signal in frame i after 

Hamming window processing can be expressed as: 

 

( ) ( ) , 1, 2, ,ig i v j j FL= =  (9) 

 

The mean r(i) of the absolute values of all amplitudes vi(j) 

in g(i) can be computed by:  

 

( )
( )

1

FL

i

j

v j

r i
FL

=
=


 

(10) 

 

Then, a series can be constructed based on r(i): 

 

( ) , 1, 2,...,a r i i M= =  (11) 

 

Next, the voice frames and image frames in the surveillance 

video were paired on the time axis, and series a was sorted 

again by size. Based on the new series a', the image frame 

series IF(i) was re-sorted into:  

( ) , 1,2,...,y I i i N= =  

( ) , 1,2,...,b IF i i M= =  
(12) 

 

Considering the sheer size of the surveillance video, the 

image frames corresponding to the top 25% of voice frames in 

terms of amplitude were selected for extracting facial 

expression eigenvectors, in order to reduce the time cost of 

image frame processing. Suppose the LBP eigenvector LBPi 

of frame i has θ dimensions. Then, we have:  

 

 1 2, ,...,i lbp i lbp i lbp iLBP − − −=     (13) 

 

For an m-frame surveillance video on online learning 

students, the series of LBP eigenvectors can be expressed as: 

 

 1 2, ,..., mc LBP LBP LBP=  (14) 

 

The Euclidean distance between LBPi and the other (m-1) 

frames can be calculated by:  

 

( ) ( ) ( )
2 2 2

, 1 1 2 2 ...i j lbp i lbp j lbp i lbp j lbp i lbp jq  − − − − − −=  − +  − + +  −  (15) 

 

The corresponding 1D vector can be described by:  

 

,1 ,2 , 1, ,...,i i i i MQ q q q −
 =    (16) 

 

The mean Q'
i of Qi can be calculated by:  
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−

=
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The selected m frames of facial expressions demonstrate the 

emotions well. If a frame is highly similar as the previous and 

subsequent frames, the mean Q'
i will be small. In this case, the 

frame must be very similar to other frames. That is, the frame 

is relatively good at emotion expression in the frame series. 

This paper chooses the l frames with the minimum Q'
i and the 

best emotional expression effect as the targets of CNN-based 

emotion recognition. 

3. LEARNING EMOTION RECOGNITION BASED ON 

FACIAL EXPRESSIONS 

 

The surveillance video on online learning students is a rich 

data source for online learning behavior analysis. After 

extracting the key frames from the video, the online learning 

behavior analysis system was established. As shown in Figure 

2, the system supports three functions: identity recognition, 

expression state recognition, and emotional perception. As can 

be seen from the figure, expression state recognition and 

emotional perception are the foundation work of accurate and 

thorough evaluation of learning behaviors. When a student 

participates in teaching activities, both positive and negative 

learning moods are closely related to the mouth features on 

his/her face. Therefore, the extraction of mouth features is an 

important aspect of recognizing facial expression changes 

from the surveillance video on online learning students. 

 

 
 

Figure 2. Structure of online learning behavior analysis system 
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Figure 3. Characteristic parameters of facial organs 

 

With the aid of the CNN, this paper positions four feature 

points on the face. The four points are respectively above, 

below, on the left to, and on the right to the center of the mouth. 

Firstly, the positions of the points were projected, and the 

distances were measured. Let a1 be the degree of opening of 

the eyes; a2 and a3 be the vertical and horizontal distances, 

respectively; X and Y be the height and width of the mouth, 

respectively; C be the aspect ratio, i.e., the radian, of the mouth: 

C=A/B. Figure 3 shows the characteristic parameters of facial 

organs. Three emotions were defined as the target classes of 

emotion recognition for online learning behavior analysis: 

calm MOODc, pleasant MOODj, and fatigued MOODf: 

 

1     0.6 < <1.0 

1     0.4< <0.6

1     0.15< <0.4

c

j

f

MOOD C

MOOD C

MOOD C

 =


=


=

 (18) 

 

Formula 18 was combined with Euclidean distance into a 

criterion for identifying emotion recognition targets, making it 

is more accurate to judge facial expressions. Let A=(a1, a2, a3) 

be a 1D vector composed of three parameters. Then, the 

eigenvector of facial expressions can be given by:  

 

( )

( ) ( ) ( )
1 2 3

1 ,2 ,3

i i i i

c j f

A  = a ,a ,a ,

i = MOOD MOOD MOOD
 (19) 

 

The difference vector between the three emotional features 

and the calm face:  

 

( ) ( )1 2 3 11 12 13i i i i iQ A = a ,a ,a a ,a ,a−  (20) 

 

Let a'
I be the mean of ai. Then, the Euclidean distance 

criterion can be established as:  

 

( )
2

i iq a a= −  (21) 

 

In descending order of distance, the three moods can be 

ranked as MOODc, MOODj, and MOODf. 

 

 

4. ATTENTION MECHANISM-BASED IMAGE 

EMOTION CLASSIFICATION  

 

For online learning behavior analysis, image emotion 

recognition is premised on a large labeled dataset of image 

emotions of online learners. Nevertheless, it is extremely 

difficult to label a large dataset of image emotions, owing to 

the subjectiveness of image emotions. This paper constructs 

an image emotion classification model based on the attention 

mechanism (Figure 4). Specifically, the model consists of a 

CNN to acquire facial emotional features, a non-extreme 

channel attention mechanism that suppresses the negative 

effects of labels, and a class-specific activation map 

mechanism targeting the salient features of each type of 

emotions. 

 

 
 

Figure 4. Attention mechanism-based image emotion 

classification model 

 

To begin with, the traditional CNN was implemented to 

extract facial expression features. On this basis, a feature 

matrix was derived for each facial expression image in the 

surveillance video. Let x=1, 2, 3, …, q and y = 1, 2, 3, …, q be 

the coordinates of the feature matrix; q be the length and width 

of the feature matrix; n be the number of convolution kernels; 

TZ be the number of classes in the emotional dataset. Then, 

the features extracted from the m-th image samples can be 

defined as Am
x,y,n∈ℝTZ. As a nonlinear activation function, 

sigmoid function can be described as gSIG(a)=1/(1+e-a). Let ω 

and f be the weight and bias of the attention mechanism, 

respectively. The feature matrix can be converted into a 1D 

distribution of attention, using sigmoid function: 

 

( ), ,

T

n SIG x y nDV g A f=  +  (22) 

 

Then, the attention distribution value was normalized to 

reduce the feature values of noisy labels: 

 
n

n

DV

n DV

n

e
FB

e
=


 (23) 

 

The attention distribution value FBn satisfies ∑FBn=1. Let 

 be the multiplication of the elements of the matrix. By 

multiplying the normalized FBn with the feature matrix of the 
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previous facial expression images in the surveillance video, 

the attention feature map can be derived as: 

 

, , , ,

m m m

x y n x y n nSF A FB=   (24) 

 

The softmax function can be described as gSM=(ea/∑ea). To 

compare with the traditional attention mechanism, the channel 

attention mechanism FBn in the field of image processing can 

be established as: 

 

( ), ,

T

n SM x y nFB g A f=  +  (25) 

 

The corresponding spatial attention mechanism can be 

expressed as:  

 

( ), , , ,

T

x y n SM x y nFB g A f=  +  (26) 

 

For comparison, the traditional attention mechanism can be 

expressed as:  

 
, ,

, ,
, ,

x y n

x y n

A

x y n A

i j

e
FB

e
=
 

 (27) 

 

Let INn
ED

l be the input eigenvector of the emotion detector 

EDl after global average pooling; nSE be the dimensionality of 

a specific emotion vector; l be the number of classes of the 

emotion dataset. Based on INn
ED

l and SFm
x,y,n, the emotion 

activation map EAEDl
x,y,n can be established as: 

 

, , , ,
l lED ED m

x y n n x y nn
EA IN SF=   (28) 

 

Let L be the number of classes for the given emotions. Thus, 

a total of L emotion detectors were designed to derive L class 

activation maps EAEDl
x,y,n for salient features. Taking EAEDl

x,y,n 

as local features, an attention feature matrix, i.e., global feature, 

SFm
x,y,n could be established. Let ○ be the connection between 

features. Then, we have:  

 
1 2

, , , , , , , , , ,... lm

x y n x y n x y n x y n x y nL SF EA EA EA
  =    (29) 

 

To classify the emotions for online learning behavior 

analysis, the pretrained densely connected CNN was selected 

as the modeling basis. For the final emotion classification, the 

number of image samples was denoted as M, the input image 

as STi, the corresponding label as Bi. Then, the supervised 

learning method can be denoted as {STi,Bi}M
i=1. Further, 

softmax function gSM=(ea/∑ea) was taken as the final loss 

function for emotion classification. Through global average 

pooling, the final image emotion vector oi=GAP(γi, j, n) was 

obtained. On this basis, the minimize cross entropy loss 

function can be established as: 

 

1

T
i

T
i

ω o
M

CLA ii ω o

γ

e
LOSS B log

e
=

= −


 (30) 

 

Suppose the M-th image belongs to the emotion class bi, 

i∈ΣL. If Bi=1, the target image has the emotion of the current 

emotion detector; if Bi=0, the target image does not have the 

emotion of the current emotion detector. Suppose Bi is a one-

hot code. Then, the loss function of the binary classifier for a 

specific class activation map can be established by: 

 

( )( )
1

1 1
M

TC i i i ii
LOSS b logb b logb

 =
 = − + − −   (31) 

 

where, b'I can be calculated by: 

 

( )
1

1 i
i g

b
e
−

 =
+

 (32) 

 

To further improve the emotion classification effect, this 

paper treats emotion classification as a linear problem, and 

introduces two regularization terms for the output emotion 

classes: the central loss to reduce inter-class distance, and the 

triplet loss to increase the inter-class distance. Let γBi be the 

class center of eigenvector oi. Then, the central loss LOSSCL 

can be described as: 

 
2

1 2

1

2 i

M

CL i Bi
LOSS o 

=
= −  (33) 

 

where, γBi can be updated by: 

 
T

i

Ti
i
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i

B PA o

B e

o e


 =
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 (34) 

 

Only if ∑o
j=1Bij=1, could γBi be updated based on oi. Suppose 

φ is a hyperparameter. Then, the triplet loss LOSSTL can be 

described as: 

 

( ) ( ) ( ) ( )
2 2

1 2 2

M e r e m

TL i i i ii
LOSS h o h o h o h o 

=

 = − − − +
  

  (35) 

 

The other hyperparameter h(*) can be calculated by:  

 

( )

2

2

T
i

T
i

PA o

PA o

γ

e
h

e
 =


 (36) 

 

where, oe
i and or

i correspond to the same emotion class; oe
i and 

om
i correspond to different emotion classes. Let μ and η be the 

weight coefficients that balance the contributions of LOSSCL 

and LOSSTL. The final emotion classification loss function can 

be established by:  

 

( ) ( )

( ) ( )

CLA TC

CL TL

  LOSS = LOSS  ST , B + LOSS  ST , b

+ LOSS  o + LOSS o 
 (37) 

 

 

5. EXPERIMENTS AND RESULTS ANALYSIS 

 

Figure 5 shows the LBP-based facial expression histogram. 

Based on the LBP, the calculation of mean Euclidean distance 

helps to extract the key frames from the surveillance video on 

online learning students. The extracted features lay a 
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reasonable basis for subsequent emotion and mood 

recognition, and thereby improve the recognition efficiency of 

online learning behaviors. Contrastive experiments were 

designed to verify the effectiveness of the proposed key frame 

extraction method. Table 1 compares the emotion recognition 

results of different key frame extraction methods; Figure 6 

compares the emotion recognition histograms of different key 

frame extraction methods. 

 

 
 

Figure 5. LBP-based facial expression histogram 

 

As shown in Table 1 and Figure 6, the proposed key frame 

extraction method for online learning images recognized 

single static key frames slightly better than the contrastive 

extraction methods, which are respectively based on voice 

amplitude (+8.14%), clustering algorithm (+8.09%), and peak 

frame (+7.61%). This confirms the effectiveness of the 

proposed key frame extraction method in the recognition of 

online learning emotions. Besides, our emotion recognition 

approach, which is based on the mean facial expression 

features of the key frames from several images, outperformed 

the image emotion recognition for a single static key frame 

(+6.04%). Our algorithm can take the average of the frames 

with the best emotional expression effect. Its emotion 

recognition effect was much better than the contrastive 

methods. The advantage in recognition rate was 10.54%, 

15.23%, and 8.66%, respectively. Therefore, image emotion 

recognition can be improved by the proposed approach, which 

solves the mean facial expression features from the key frames 

of several images. 

The next is to verify the classification effectiveness of the 

regularization terms in the attention mechanism-based image 

emotion classification model. For this purpose, the 

eigenvector on the last layer of the proposed model was 

subject to dimensionality reduction. Then, the 2D scatterplots 

of online video image sample distribution were visualized on 

a test set containing a huge number of online learning image 

emotions. Figure 7 presents the 2D scatterplots on the test set 

after 20, 40, 60, and 80 training cycles. It can be inferred from 

the figure that, with the growing number of training cycles, the 

online video image samples of the same emotion class 

gradually approached each other, while those of different 

emotion classes departed from each other. This reflects the 

good effect of our model in emotion recognition. 

 

 
 

Figure 6. Emotion recognition histograms of different key 

frame extraction methods 

 

Table 1. Emotion recognition results of different key frame extraction methods 

 
Emotion class number Voice amplitude Clustering algorithm Peak frame Single key frame Our algorithm 

EM1 72.86 61.51 68.26 78.14 79.37 

EM2 72.47 55.75 75.03 81.03 78.42 

EM3 65.73 54.82 62.47 60.56 72.35 

EM4 81.25 68.73 85.91 92.08 97.07 

EM5 73.21 58.74 81.34 83.74 90.49 

EM6 74.62 62.98 72.41 77.54 82.31 
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Figure 7. 2D scatterplots on the test set after different training cycles 

 

Table 2. Experimental results on the selection of weight coefficients 

 
η 

μ 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

0.0 72.67 75.95 75.32 75.82 74.55 74.32 75.02 76.53 74.31 74.25 75.61 

0.1 75.95 76.63 72.04 76.31 75.31 76.31 75.39 76.71 74.03 76.37 75.61 

0.2 75.41 74.49 72.04 74.86 75.95 75.42 76.74 76.39 75.96 75.21 76.33 

0.3 72.03 75.31 79.69 78.55 74.37 80.04 75.35 76.54 74.49 72.33 76.43 

0.4 76.22 46.24 76.33 72.73 75.02 76.39 74.28 77.92 71.53 74.98 74.05 

0.5 71.47 75.57 74.27 76.84 74.81 77.17 76.01 78.21 73.09 75.49 73.57 

0.6 75.35 76.02 75.63 76.53 76.37 76.42 75.29 76.25 74.23 78.21 74.28 

0.7 76.84 74.97 78.58 74.27 76.52 77.95 76.37 75.37 75.92 77.32 75.61 

0.8 74.12 75.08 77.57 76.71 74.39 75.08 78.25 74.09 76.55 75.46 68.42 

0.9 78.68 75.24 75.31 74.52 73.27 74.23 77.64 75.32 75.03 75.45 73.23 

1.0 77.29 75.61 74.20 77.35 73.52 73.51 75.32 76.21 71.43 72.31 74.25 

 

Next, a grid search was carried out with the interval of [0, 1] 

and the step length of 0.1. The purpose is to optimize the 

values of the weight coefficients μ and η, which balance the 

contributions of LOSSCL and LOSSTL. The attention 

mechanism-based image emotion classification model is 

denoted as “Based”. The model consists of a CNN, a non-

extreme channel attention mechanism, a class-specific 

activation map mechanism, and two regularization terms 

(central loss and triplet loss). As shown in Table 2, the highest 

emotion recognition ate of our method was observed (80.04%) 

at μ=0.3, and η=0.5. 

 

Table 3. Results of online learning behavior analysis 

 

Test 

number 

Eyes 

open and 

pleasant 

Eyes 

open 

and 

calm 

Eyes 

open and 

fatigued 

Eyes 

semi-

closed and 

pleasant 

Eyes 

semi-

closed and 

fatigued 

Eyes 

closed 

and 

calm 

Eyes 

closed 

and 

fatigued 

Participating 

in teaching 

activities 

Distracted 

from 

learning 

Learning 

state 

1 1 2 0 0 0 0 0 0 0 Good 

2 0 2 1 1 0 1 1 0 1 Poor 

3 0 1 0 1 1 0 0 0 0 Good 

4 0 0 0 0 0 0 0 0 0 General 

5 0 0 1 2 1 0 0 0 0 General 

6 1 0 2 0 0 1 0 0 0 Poor 

7 0 0 0 1 0 0 0 0 0 Good 

8 2 1 0 3 0 1 0 0 1 General 

9 0 0 1 2 1 1 0 0 0 Poor 

10 4 2 0 0 0 0 1 0 0 Good 

 

During online learning, the facial expressions of students 

can be judged by the states of eyes and mouths. For the online 

learning experiments, nine classes of learning states were 

defined, namely, eyes open and pleasant, eyes open and calm, 

eyes open and fatigued, eyes semi-closed and pleasant, eyes 

semi-closed and fatigued, eyes closed and calm, eyes closed 

and fatigued, participating in teaching activities, and distracted 

from learning (Table 3). The students are in a good learning 

state, if they are found to have one of the following three 

emotions: eyes open and pleasant, eyes open and calm, and 

participating in teaching activities; the students are in a general 

learning state, if they are found to have one of the following 

three emotions: eyes semi-closed and pleasant, eyes semi-

closed and fatigued, and eyes closed and calm; the students are 

in a poor learning state, if they are found to have one of the 

following three emotions: eyes open and fatigued, eyes closed 

and fatigued, and distracted from learning. The experimental 

results show that the learning behaviors and changing learning 

ability of online learning students could be detected based on 

the states of student eyes and mouths, and facial emotional 
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features. This strategy can visually display the quality of 

learning states, and facilitate the evaluation of learning 

behaviors. 

 

 

6. CONCLUSIONS 

 

This paper analyzes online learning behaviors based on 

image emotion recognition. After detailing the flow of image 

emotion recognition for online learning behavior analysis, this 

paper extracts the key frames from facial expression images 

through improved LBP and wavelet transform. Then, the mean 

expression feature was solved form several extracted key 

frames. The data and histogram evidences of experiments 

show that the proposed method can improve the effect of 

image emotion recognition, compared with different key 

frame extraction methods. After that, the authors established 

the structure of online learning behavior analysis system, 

proposed a learning emotion recognition method based on 

facial expressions, and constructed an emotional classification 

model for online learning images based on the attention 

mechanism. Finally, the authors drew the 2D scatterplots on 

the test set with different training cycles, and presented the 

results of online learning behavior analysis. The results 

demonstrate the classification effectiveness of the 

regularization terms in the attention mechanism-based image 

emotion classification model, and the applicability of our 

model to online learning behavior analysis. 
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