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Fire image monitoring systems are being applied to more and more fields, owing to their 

large monitoring area. However, the existing image processing-based fire detection 

technology cannot effectively make real-time fire warning in actual scenes, and the relevant 

fire recognition algorithms are not robust enough. To solve the problems, this paper tries to 

extract and classify image features for fire recognition based on convolutional neural 

network (CNN). Specifically, the authors set up the framework of a fire recognition system 

based on fire video images (FVIFRS), and extracted both static and dynamic features of 

flame. To improve the efficiency of image analysis, a Gaussian mixture model was 

established to extract the features from the fire smoke movement areas. Finally, the CNN 

was improved to process and classify the fire feature maps of the CNN. The proposed 

algorithm and model were proved to be feasible and effective through experiments.  
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1. INTRODUCTION

Fire, as a frequent and highly damaging disaster, is very 

difficult to prevent. The early detection of fire has long been a 

focus among domestic and foreign scholars [1-5]. Depending 

on the detection method, fire detector can be categorized into 

two types: traditional detectors using sensors, and fire image 

monitoring systems based on image processing and pattern 

recognition [6, 7]. With the development of security and 

monitoring equipment, fire image monitoring systems are 

being applied to more and more fields, owing to their large 

monitoring area. 

Scholars at home and abroad have achieved a lot in the 

recent research of fire image monitoring systems [8-10]. For 

example, Du and Fan [11] extracted several dynamic and static 

features of flames (e.g., color, shape, and moving speed), and 

constructed a forest fire recognition system based on support 

vector machine (SVM), which improves the ability of real-

time fire recognition.  

In fire recognition, the traditional image processing 

techniques have difficulty in feature extraction, and face a low 

accuracy [12-16]. Kim and Kim [17] converted the color space 

format of fire video images, trained the deformation 

convolution network (DCN) on the image set, and acquired the 

flame features that adapt to geometric changes, thereby 

improving the fire recognition effect. Considering the 

difference between fire source and interference source, Singh 

et al. [18] updated the detection algorithm for the aircraft fire 

detection system, established a recurrent neural network 

(RNN) based on long short-term memory (LSTM) and real-

time dynamic information, and connected the measured 

signals into a time series of features to train the established 

network. Sayyed et al. [19] extracted multiple features of the 

flame, including chroma, area change rate, circularity, number 

of sharp corners, and centroid displacement; After segmenting 

the fire images, they created a fast fire recognition model 

based on time smoothing and logarithmic regression, and 

tested the model on self-made flame videos. Drawing on 

YCbCr color space (YCbCr: light intensity, blue component 

intensity, and red component intensity) and local phase 

quantization (LPQ) histogram, Mahmoud and Ren [20] 

detected the unique colors and textures of flames, extracted the 

spatial and frequency features, and completed robust and 

accurate detection and recognition of flames based on the 

SVM. 

In summary, the existing image processing-based fire 

detection techniques have been primarily applied to identify 

suspected regions and fit the flame foreground contours. 

Despite their high recognition accuracy, these techniques 

cannot realize real-time warning of fires in actual scenes, and 

their recognition algorithms are not robust enough [21-27]. To 

solve the problems, this paper tries to extract and classify 

image features for fire recognition based on the CNN. Section 

2 sets up the framework of a fire recognition system based on 

fire video images (FVIFRS), and extracts both static and 

dynamic features of flame. The static features include color, 

morphology, and texture, while the dynamic features include 

frequency and centroid displacement. To improve the 

efficiency of image analysis, Section 3 extracts the features 

from the fire smoke movement areas, with the aid of Gaussian 

mixture model. Section 4 processes and classifies the fire 

feature maps based on the CNN. Finally, experimental results 

verify the feasibility and effectiveness of our model and 

algorithm. 

2. EXTRACTION OF STATIC AND DYNAMIC FLAME

FEATURES FROM FIRE IMAGES

Figure 1 illustrates the framework of FVIFRS. The key of 

fire recognition is to extract the flame features from video 

images. High-quality flame features help to differentiate the 
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flame from non-fire objects effectively. The features of flame 

images can be roughly divided into static features like color, 

morphology, and texture, and dynamic features like frequency 

and centroid displacement. 

This paper calculates the flame color in the RGB color space 

(RGB: red, green, and blue). Let IR, IG and IB be the 

components of the three channels in the RGB color space. 

Then, we have:  
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Figure 1. Framework of FVIFRS 

 

In a fire image, the flame is dark blue in the inner layer, dark 

red or light yellow in the middle layer, and colorless or yellow 

in the outer layer. Therefore, the three channel components 

satisfy the inequality IR>IG>IB. 

During combustion, the flame jitters and extends/retracts 

randomly, and its tip becomes a sharp corner. This paper 

quantifies the contours of the flame with a sharp tip with 

circularity, which reflects how similar a pattern is to a standard 

circle. Let CIR be the circularity of the flame; P be the size of 

the foreground flame; C be the circumference of the 

foreground flame. Then, we have: 
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Formula 2 shows, CIR satisfies the inequality1>CIR>0. 

The closer CIR is to 1, the smoother the flame contours; the 

closer CIR is to 0, the coarser the flame contours, and the more 

complex the flame shape. 

To better capture the flame structure in the image or the 

periodic changes of the flame structure, this paper computes 

every element (i, j) in the gray-level co-occurrence matrix 

(GLCM), where i and j are the gray-levels of a pixel and its 

adjacent pixel, respectively. In this way, the flame texture was 

quantified as O(i,j). Further, the flame eigenvectors can be 

derived. Entropy SENT, energy SENE, and contrast SCON are three 

common statistics of flame features: 
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Next, the two-dimensional (2D) Mallat algorithm was 

adopted for wavelet decomposition of video fire images, 

aiming to preserve more valuable image information, while 

ensuring the computing efficiency and data compression effect. 

Figure 2 explains the process of wavelet decomposition of a 

fire image by 2D Mallat algorithm. As can be seen from the 

figure, the fire image is firstly decomposed by rows to obtain 

the low-frequency component DF and high-frequency 

component GF in the horizontal direction. Next, DF and GF 

are further decomposed by columns to obtain the low-

frequency component DD and high-frequency component GG 

in the vertical and horizontal directions, the horizontal high-

frequency and vertical low-frequency component GD, and the 

horizontal low-frequency and vertical high-frequency 

component DG. 

 

 
 

Figure 2. Wavelet decomposition of a fire image by 2D 

Mallat algorithm 

 

DD, DG, GD, and GG were used to represent the low-

frequency component, the high-frequency component of 

horizontal details, the high-frequency component of vertical 

details, and the high-frequency component of diagonal details 

of the original image, respectively. Among them, the three 

high-frequency components of the original fire image, namely, 

DG, GD, and GG, carry lots of information about flame texture. 

Therefore, the maps of the three high-frequency components 

were adopted to describe flame texture. 

Let T(i, j) be the eigenvalue of pixel (i, j) in the original fire 

image; q(l, k) be the (l, k)-th wavelet coefficient in the window 

centering on pixel (i, j). From each high-frequency component 

map, a (2m+1)*(2m+1) window was used to extract the macro-

feature T of energy for flame texture: 
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Let A={1, 2, 3} denote the three channels of the RGB color 

space; n={1, 2, 3} denote the three high-frequency component 

maps in the three channels. Then, the wavelet energy Tn
A of 

the n-th map in channel A can be calculated by: 
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After 2D wavelet transform, the signal energy was 

calculated for each high-frequency component map. Through 

normalization, the flame texture eigenvector {Tn
A} could be 

obtained for a series of fire images. Let (CPm, CPm) be the 

coordinates of the center pixel; GRAYm be the grayscale of the 

center pixel; BRIl be the brightness of the eight neighborhood 

pixels. Then, the texture can be calculated based on the local 

binary pattern (LBP) operator: 
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If m=1, then GRAYm should be compared one by one with 

the eight neighborhood pixels of the center pixel in the 3×3 

window. After converting decimal numbers through binary 

mapping to {0, 1}, the LBP value of the center pixel texture 

could be obtained. 

Repeated experiments have demonstrated that the flame 

features of the frequency of 10Hz are independent of the 

material of the burning object. This paper proposes a method 

to calculate the flame foreground change rate, which reflects 

the flame frequency. Let VPm and VPm-1 be the set of pixels in 

the flame foreground in the current frame and the previous 

frame, respectively; ○ be the subtraction between the two sets. 

Then, flame frequency can be characterized by: 
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Formula 9 shows that the flame movement can be measured 

by the difference between adjacent frames in flame foreground 

area, divided by the flame foreground area in the current frame. 

If the flame changes obviously at the current moment, then the 

ratio FCm will be greater than the threshold HV. Considering 

the stochasticity of flame jitter and interference movement, the 

flame frequency of the current frame is equivalent to the mean 

change rate of foreground region of the current frame and the 

previous (M-1) frames: 
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During combustion, the flame moves differently from other 

objects. The centroid movement is far less active than the 

flame. In fact, the centroid jumps rather stably throughout the 

combustion. Figure 3 details the calculation flow of centroid 

displacement. The algorithm of centroid displacement can be 

calculated by: 
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If the collected flame images are digital images, the 

foreground area could be assumed as P, and the weights of all 

pixels could be deemed as equal. Then, the centroid 

displacement can be obtained through the following 

discretized method: 
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Figure 3. Calculation flow of centroid displacement 
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3. FEATURE EXTRACTION FROM SMOKE 

MOVEMENT AREAS 

 

If the fire video images are coherent and continuous, the 

movement areas must be extracted to improve the efficiency 

of image analysis. The extraction of smoke movement areas is 

an important link in fire detection and recognition. However, 

most moving object extraction methods rely too much on 

threshold selection. To overcome the defect, this paper adopts 

Gaussian mixture model to extract smoke movement areas 

from fire images. 

Let ah be the value of a constantly moving pixel in fire video 

images at time h; {a1, a2, a3, …, ah} be the movement of the 

pixel in a period of time. Different types of images (e.g., 

grayscale image, and color image) have different meanings of 

ah in terms of grayscale or vector. Let N be the number of 

Gaussian distributions related to computing speed; ωi-h be the 

weight of the i-th Gaussian distribution allocated at time h in 

the model, that is, the probability of a pixel to satisfy that 

Gaussian distribution; vi-h be the mean of the i-th Gaussian 

distribution at time h; Γi-h be the variance matrix of the i-th 

Gaussian distribution at time h. Then, the pixel ah in the 

Gaussian mixture model at time h can be defined as: 
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The probability density function δ(ah, vi-h, ∑i-h) of the i-th 

Gaussian distribution can be defined as: 
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For a color image in fire video, the variance of independent 

color components can be denoted as Γi-h=τ2
N·II, where II 

represents the integral image of the said color image. The 

Gaussian mixture model can be regarded as a dynamic 

adaptive movement detector. When the Gaussian mixture 

model is applied to process the current frame of the fire video, 

whether the Gaussian model of a pixel needs to be updated can 

be determined in real time according to the parameters of that 

pixel. In this way, it is possible to track the pixel changes 

dynamically and adaptively in the image. However, it is quite 

laborious to implement calculation based on the Gaussian 

model of each pixel. Thus, this paper chooses the k-means 

algorithm to update the models. The new pixel value ah was 

substituted in turn to N Gaussian distributions, and subject to 

position matching. The constraint can be defined as: 

 

, 2.5h i h Na v −   (15) 

 

Let β be the time constant of the speed for updating the 

model of a Gaussian distribution. Then, the weight, mean, and 

variance of the n-th Gaussian distribution ensuring ah to obey 

Gaussian distribution can be calculated by: 
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Based on β, the learning rate ε can be calculated by:  
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If ah does not satisfy the n-th Gaussian distribution, there is 

no need to update the mean or variance of Gaussian 

distribution. Then, the weight can be updated by:  
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The next step is to choose the flame background model from 

the N reconstructed Gaussian distribution models. Taking GA 

Gaussian distributions as the background, we have:  
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If ah is a background pixel, then ah satisfies any of the GA 

Gaussian distribution models; If ah is a flame foreground pixel, 

then ah does not satisfy any of the GA Gaussian distribution 

models. 

 

 

4. CNN-BASED PROCESSING AND CLASSIFICATION 

OF FIRE FEATURE MAPS 

 

This paper constructs a depth wise separable CNN, which is 

less complex in computation than standard CNN. Let 

CRW×CRW×N and CRW×CRW×M be the size of the input and 

output fire feature maps, respectively, where CRW is the width 

and height of the feature map; NA be the number of channels 

for an input image; CRL×CRL be the size of a standard 

convolution. Then, the computing load of the standard 

convolution equals CRL×CRL×N×M×CRW×CRW. Figure 4 

shows the principles of depth convolution and point-by-point 

convolution in depth wise separable convolution. The total 

computing load of in depth wise separable convolution is the 

sum of the total computing loads of the two convolution 

patterns: CRL×CRL×CRW×CRW+N×M×CRW×CRW. 

 

 
 

Figure 4. Principles of depth convolution and point-by-point 

convolution 

 

The computing load ratio of depth wise separable 

convolution to standard convolution can be expressed as: 
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Since M takes a large value, if the convolution kernel is of 

the size 3×3, the depth wise separable convolution can reduce 

the computing load of standard convolution by 9 times. The 

network adopts rectified linear unit (ReLU) as the activation 

function of the network: 
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Let {a1, a2, …, am} be the feature data of a batch of images 

in network training. Then, {a1, a2, …, am} could be the output 

of a layer in the network and the input of the next layer. Thus, 

the batch normalization, which normalizes the output of a 

previous layer by subtracting the batch mean and dividing by 

the batch standard deviation, can be completed in three steps:  
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Sometimes, the image feature data are asymmetric, or the 

selected activation function performs poorly on image features 

with a variance of 1. To give full play to nonlinear transform, 

batch normalization can be backed up by the following 

operation: 
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where, η and α are two parameters that need to be updated in 

network training. 

This paper chooses gradient descent to update the kernel 

parameters and bias in CNN training, and to calculate the value 

of loss function. The gradient ∇LOA of individual sample and 

the global gradient ∇LO of the image feature data could be 

calculated based on a few randomly selected samples of input 

images. The image data are assumed to be sufficiently large. 

In this case, the estimated gradient is basically equal to the 

actual gradient. Then, we have:  
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That is: 
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The weight and bias of the CNN could be updated by 

computing the partial derivative of the loss function relative to 

weight layer by layer. Finding the partial derivative of the loss 

function LO relative to eK: 
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When the error of the loss function propagates from e in the 

k+1-th layer to c, we have: 

 
( )

( ) ( )( )
1

1 1

1
1

k
k k

k

e
e e

c

+
+ +

+


= −


 (29) 

When the error of the loss function propagations from the 

k+1-th layer to the k-th layer, we have:  
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Next, finding the partial derivatives of LO on the k-th layer 

to e and c:  
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Finding the partial derivatives of LO on the k-th layer to 

weight ω and bias r: 

 

( ) ( )
( ) ( )

( )
( ) ( )( )

1

11
, , ,k

k
c k

kkk k

LO c
LO r a b LO e

c




 



+

++

  
 = = =

 
 (33) 

 

( ) ( )
( ) ( )

( )

( )

( )
1

11
, , ,k

k
c

kk k lr

LO c
LO r a b LO

r c r
 

+

++

  
 = = =

  
 (34) 

 

Let χ be the learning rate of stochastic gradient descent. 

Then, the weight ω and bias r can be respectively updated by: 
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Fire image classification is a binary classification problem. 

Therefore, logistic classifier was adopted to classify fire 

images. Let ωTa+r be the affine transform. Then, the classifier 

can be defined as:  
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The Logistic classifier is a rotation symmetric function. 

Suppose υ=ωTa+r. If the value of formula 37 is smaller than 

0.5, then v must be negative; if the value is greater than 0.5, 

then v must be positive. During the classification of fire 

images, the probability of an image to be a fire image is [0.5, 

1], and that of an image to be a non-fire image is [0, 0.5]. 

 

 

5. EXPERIMENTS AND RESULTS ANALYSIS 

 

Flame contour extraction experiments were carried out on 

fire video frames with complex backgrounds, using the 

opensource database OpenCV. During the experiments, the 

fire video frames were judged preliminarily based on attributes 

like color, circularity, and eccentricity (Figure 5). On the left 

of Figure 5 is a screenshot of the original video, which 

contains interfering objects similar to fire in color (coal 

furnace and red cupboard). The suspected flame area is 

marked by blue curves. It can be seen from Figure 5 that the 
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proposed flame feature extraction algorithm can correctly 

extract the flame area and its contours. The extracted flame 

area is well connected, and rich in contour information. The 

subjective feature extraction effect is better than that of the 

existing algorithms. 

 

 
(a)                                       (b) 

 

Figure 5. Flame contour extraction and recognition results 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 6. Statistics of IR, IG and IB in smoke movement area 

 

Figure 6 shows the statistics of IR, IG and IB in smoke 

movement areas. Our previous analysis shows a small 

difference between IR, IG and IB in the RGB color space of fire 

smoke image. The difference was greater than 4 and smaller 

than 25. The grayscales of the three components all belonged 

to the interval of [150, 210], and changed in the same direction 

(increasing or decreasing). By extracting the color of smoke, 

the smoke movement area could be effectively identified in the 

fire image. 

Table 1 lists the settings of the proposed CNN. It can be 

seen that the proposed neural network is less complex in 

computation than other commonly used CNNs. The 

computing load was 1/13 of that of lightweight MobileNet, 

and 1/356 of VGG-16. Under the same computer hardware, 

our CNN consumed less computing time than the other 

networks. The data processing effect could be ensured when it 

is applied to mobile terminals or embedded terminals. 

 

Table 1. CNN settings 

 
Layer Kernel size Stride Output size 

Standard convolution 1 16×3×3×3 2 112×112×32 

Depth wise separable 

convolution 1 
16×1×3×3 1 56×56×32 

Standard convolution 2 32×1×1×1 1 56×56×32 

Depth wise separable 

convolution 2 
32×1×3×3 2 28×28×32 

Standard convolution 3 64×32×1×1 1 28×28×64 

Depth wise separable 

convolution 3 
64×1×3×3 2 14×14×64 

Standard convolution 4 64×64×1×1 1 14×14×64 

Depth wise separable 

convolution 4 
64×1×3×3 2 7×7×64 

Standard convolution 5 128×64×1×1 1 7×7×128 

Depth wise separable 

convolution 5 
128×1×3×3 1 7×7×128 

Standard convolution 6 512×128×1×1 2 7×7×512 

 

 
 

Figure 7. Change curve of training loss 

 

 
 

Figure 8. Classification accuracy through the test 

 

This paper sets up a fire image library based on the 

screenshots of fire monitoring video. The library includes 
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1,400 positive samples (fire images), and 700 suspected 

negative samples (non-fire images). The 2,100 images were 

divided into a training set and a test set by the ratio of 5:1. The 

two sets were adopted to train and test our neural network, 

respectively. The training loss and test accuracy curves were 

plotted (Figures 7 and 8). With the growing number of 

iterations, the network loss gradually declined. After 1,000 

iterations, the network tended to be stable and showed a 

converging trend. The fire classification accuracy increased 

gradually with the number of iterations. After network 

learning and parameter update, the classification accuracy 

stabilized at around 95%. 

 

 
 

Figure 9. Fire recognition results 

 

Table 2. Fire recognition probabilities and recognized fire 

states 

 
Image 

number 
Probability 

Fire 

state 

Image 

number 
Probability 

Fire 

state 

a 0.752 Yes d 0.653 Yes 

b 0.645 Yes e 0.786 Yes 

c 0.751 Yes f 0.934 Yes 

 

Table 3. Partial test results 

 
Video 

number 
Type SVM 

Bayesian 

algorithm 

Our 

algorithm 

1 Smoke 0.725 0.816 0.851 

2 Smoke 0.756 0.762 0.934 

3 Open fire + smoke 0.742 0.804 0.916 

4 Open fire + smoke 0.793 0.819 0.882 

5 Open fire + smoke 0.755 0.823 0.935 

7 Moving pedestrians 0.031 0 0 

8 Floating balloons 0.237 0.834 0.075 

9 Humidifier 0.623 0.726 0.143 

10 Steam engine 0.532 0.543 0.057 

 

Figure 9 shows the recognition and classification results of 

our neural network on fire video images in different scenes. 

On six fire images, our algorithm and model could 

successfully extract the features of the flame and smoke, and 

further realize fire recognition and positions. Table 2 lists the 

fire recognition probabilities and recognized fire states. 

Finally, logistic classifier was adopted to classify the fires 

based on fire feature maps. Table 3 presents the classification 

results on images, including suspected negative samples. It can 

be seen that our method is much superior to the SVM and the 

Bayesian algorithm, as evidenced by its higher accuracy on the 

open fire and smoke in fire video images. The results confirm 

that our algorithm and model are advantageous in recognizing 

open fire and smoke amidst similar interfering objects. 

6. CONCLUSIONS 

 

This paper attempts to extract and classify image features 

for fire recognition based on the CNN. Firstly, the authors set 

up the framework of FVIFRS, and detailed the approach to 

extract flame features, both dynamic and static. Next, a 

Gaussian mixture model was established to extract the features 

from the fire smoke movement areas, thereby enhancing the 

efficiency of image analysis. Finally, the depth wise separable 

CNN was adopted to process and classify fire feature maps. 

The proposed algorithm and model were proved to be feasible 

and effective through experiments. Specifically, the flame 

contour extraction and recognition results demonstrate that our 

algorithm is better than other algorithms in feature extraction. 

According to the statistics on the IR, IG and IB components in 

the smoke areas of fire images, the effective extraction of 

smoke color can lead to the effective recognition of the smoke 

areas. Further, the training loss and test accuracy curves were 

plotted for our network, and the recognition and classification 

results were obtained in different scenes. The results confirm 

the large superiority of our neural network in recognizing open 

fire and smoke amidst similar interfering objects. 
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