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Data mining techniques are included with Ensemble learning and deep learning for the 

classification. The methods used for classification are, Single C5.0 Tree (C5.0), 

Classification and Regression Tree (CART), kernel-based Support Vector Machine (SVM) 

with linear kernel, ensemble (CART, SVM, C5.0), Neural Network-based Fit single-

hidden-layer neural network (NN), Neural Networks with Principal Component Analysis 

(PCA-NN), deep learning-based H2OBinomialModel-Deeplearning (HBM-DNN) and 

Enhanced H2OBinomialModel-Deeplearning (EHBM-DNN). In this study, experiments 

were conducted on pre-processed datasets using R programming and 10-fold cross-

validation technique. The findings show that the ensemble model (CART, SVM and C5.0) 

and EHBM-DNN are more accurate for classification, compared with other methods. 
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1. INTRODUCTION

Coronary Artery Disease (CAD) is a common but serious 

disease and is the main cause of the heart attack in humans. 

Common people ignore the initial symptoms and signs of CAD 

problems due to economic limitations. This causes economic 

and psychological effects in their lives [1]. Studies have been 

conducted to diagnose CAD at early stages in a way that is 

economically viable for the common man. The data mining 

techniques are included with ensemble learning and deep 

learning for the classification of the CAD. Various healthcare 

and medical science organizations, as a matter of routine and 

clinical check-up, capture huge amount of historical data, 

which describe the patients’ health condition, disease and 

disease diagnosis routine. At the same time, researchers and 

scientists in various fields capture datasets that are increasing 

in terms of complexity. Data mining is a technique to find the 

hidden pattern from the historical data and enhance the 

decision-making process [2]. A decision tree can be called a 

map of the reasoning process. It is a hierarchical set of rules 

which explain that how to classify a large dataset into smaller 

dataset partitions. All time a partition occurs, the resulting 

division's components move correspondingly regarding 

concerning the target [3, 4]. 

In this study, we have used two decision trees namely Single 

C5.0 Tree (C5.0) and Classification and Regression tree 

(CART). The Support Vector Machine (SVM) utilizes a 

method called the kernel trick to transform the data. Based on 

these transformations it finds an optimal boundary between the 

possible outputs [5]. We have used the kernel-based Support 

Vector Machine with the linear kernel (SVM). The ensemble 

model combines a set of classifiers to produce a single 

compound model that offers higher accuracy [6, 7]. Stacking, 

also referred to as a stacked generalization or meta ensemble 

model, is a new well-known technique that is used to reduce 

the generalization error rate by reducing the bias of 

generalizers [8]. In this study, an ensemble model combination 

of three classifiers namely C5.0, CART, SVM has been used. 

The Artificial Neural Network (ANN) is a new dimension for 

different types of research purposes. The ANN has been 

developed based on the human brain’s internal working 

architecture and processing system [9]. Two different variants 

of ANN namely Neural Network (NN) and Neural Network 

with feature Extraction (PCA-NN) have been used in this 

study. Another ANN-based learning dimension in the recent 

days i.e., Deep Learning Network (DL) or Deep Neural 

Network (DNN) is very popular. It is an ANN learning with 

increased number of the hidden layers in the internal 

architecture and enhanced computational speed of the learning 

algorithm [10, 11]. In this research, DNN based 

H2OBinomialModel-Deeplearning (HBM-DNN) and 

Enhanced H2OBinomialModel-Deeplearning (EHBM-DNN) 

have been used. Finally, we compared the proposed model's 

classification accuracy, sensitivity, specificity and F1-Score 

with other classifiers. The proposed ensemble (CART, SVM, 

C5.0) and EHBM-DNN models assist in a quick identification 

and early detection of CAD. 

2. RELATED WORK

Several studies have been conducted to demonstrate the 

utility of data mining models in CAD-related problems. 

Polat and Gunes [12] worked on fuzzy weighted pre-

processing, used the classifier AIRS and achieved an accuracy 

of 92.59% for diagnosing CAD, compared with Rajkumar and 

Reena [13] who used KNN, Naïve Bayes (NB) and decision 

tree Techniques and obtained the highest accuracy of 52.33% 

with NB. Swain et al. [14] proposed a Dense Neural Network 

for classification of the Cleveland Heart disease data. They 

obtained a classification accuracy of 94.91% during testing, 

whereas 83.67% of accuracy was achieved by Miao, K.H. and 
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Miao, J.H. [15] by using the enhanced Deep Neural Network 

(DNN) learning with regularization and dropout model for 

heart disease diagnosis. Bektas et al. [16] worked on the 

cardiovascular dataset with various methods like Logistic 

regression RNA, NN, FST like Relief-F and Independent t-test 

analysis. The outcomes show that 84.1% NN accuracy was 

obtained with the oversampled dataset and the Relief-f feature 

selection method. El-Bialy et al. [17] worked on fast Decision 

Tree and prune C 4.5 tree. The outcome showed that the 

classification performance of the collected datasets was 

78.06% and that it was better than different datasets. 

Alizadehsani et al. [18] worked on the SMO, Naïve Bayes and 

ensemble algorithms for investigation. The ensemble 

algorithm obtained 88.5% accuracy. Alizadehsani et al. [19] 

employed the algorithms KNN, SVM, SMO, Naive Bayes and 

C4.5 in the CAD dataset. The outcome showed that the SMO 

obtained a high accuracy of 92.09%. 

 

 

3. MATERIALS AND METHODS 

 

Data mining and machine learning have been proved to be 

effective in modelling medical science and healthcare like 

Coronary Artery Disease (CAD). In this study, for modelling 

of CAD, we used the classification algorithms based on: 

decision treeC5.0 and CART, linear  kernel SVM, Neural 

Network Fit single-hidden-layer neural network (NN) and 

Neural Networks with Feature Extraction (PCA-NN), deep 

learning H2OBinomialModel-Deeplearning (two hidden 

layers and Five Neurons in each hidden layer) (HBM-DNN) 

and Enhanced H2OBinomialModel-Deeplearning (three 

hidden layers and Twenty Neurons in each hidden layer) 

(EHBM-DNN)and ensemble learning-based ensemble(CART, 

SVM, C5.0). The schematic of the methodology of this 

research is presented in Figure 1. 

Figure 1 shows the schematic of the methodology of data 

mining and machine learning technology used in this research 

work. A lot of classification techniques have been developed 

for disease detection. This technique offers high accuracy in 

the detection of disease. 

 

3.1 Data collection and analysis 

 

The experimental data sets used are Z-Alizadeh Sani and 

extension Z-Alizadeh Sani available on the UC Irvine 

Machine Learning Repository. The two data sets hold the 

records of 303 patients each of which has 54 features 

(attributes) and 59 features (attributes) [20, 21] respectively.  

 

3.2 Pre-processing of data 

 

The purpose of data pre-processing techniques is to 

eliminate inconsistency from the dataset and improve data 

quality, especially in the case of a data mining-based 

classification analysis models for smooth convergence of 

learning models. It implemented the following pre-processing 

techniques: 

 

Correlation coefficient 

The correlation coefficient is a measure of the strength and 

the direction of a linear relationship between two variables 

[22]. The default is the Pearson correlation coefficient which 

measures the linear dependence between two variables. It is 

defined as follows. Suppose there are two variables X and Y, 

each having n values X1, X2, …, Xn and Y1, Y2, …, Yn 

respectively. Let the mean of X be  and the mean of Y be 

. The Pearson correlation coefficient r in given by Eq. (1). 

 

r=  
(1) 

 

The range of the correlation coefficient is -1 to 1. If x and y 

have a strong positive linear correlation, r is close to 1. If x and 

y have a strong negative linear correlation, r is close to -1. If 

there is no linear correlation or a weak linear correlation, r is 

close to 0. 

 

 
 

Figure 1. Schematic view of proposed methodology 
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3.3 Data mining and machine learning methods 

 

Today various data sources, as a matter of routine, capture 

a massive amount of historical data, which describe operation, 

nature and behaviour. At the same time, researchers and 

scientists in various fields capture datasets that are growing in 

terms of complexity. Data mining arrives at the best way of 

using historical data to find the pattern and improve the 

decision-making process. The set of techniques for extracting 

(predictive) models from the data constitutes the field of 

machine learning [3]. 

 

CART 

Classification and Regression Trees (CART) was proposed 

by Breiman et al. [23]. It also reflects the greedy, top-down 

and divide-and-conquer methods for the construction of the 

binary decision tree. This tree may be used for classification 

and regression purposes. The Gini index is used as the splitting 

parameter to define an attribute to be considered for a node. 

The Gini index measures impurity in the data using Eq. (2). 

 

1

( ) 1
m

j

Gini d p
=

= −
2

j (2) 

 

where, pj is the probability that a sample belongs to the class 

Cj. pjis computed using|Ci,D|/|D|, i.e., the ratio between the 

number of samples of class I and the total number of samples 

of the dataset. 

 

C5.0 

C5.0 is another new decision tree algorithm based on C4.5 

by Quinlan [24]. C4.5 in turn has evolved based on ID3. The 

idea of building a decision tree in C5.0 is similar to C4.5. C5.0 

introduces more new technologies, including all the functions 

of C4.5. One of the important technologies is boosting and 

another is the construction of a cost-sensitive tree [25]. Fit 

classification tree model or rule-based model uses Quinlan's 

C5.0 algorithm. The model can take the form of a complete 

decision tree or a collection of rules. When using the formula 

method, factors and other classes are preserved. The 

classification task using C5.0 with the number of tuning 

parameters and boosting iterations [26]. 

 

Support vector machine 

The support vector machine is a supervised learning method 

used for non-linear complex tasks. It can be used for 

classification or regression work. A model is built using the 

SVM training algorithm that provides new samples to one 

class or the other based on the training set. Kernels in SVM 

are used to check for similarities between instances. The 

formation of the resulting classifier is now generalized enough 

and can be used for the classification of new samples [5, 27]. 

For nonlinear transformation, the input variable in the SVM 

algorithm is transformed into a high-dimensional linear feature 

space. Therefore the optimum decision function is built [28]. 

Then the dot product operation in the high dimensional feature 

space is converted using the kernel function stored in the 

original space and the classification function is determined 

according to the equation, 

 

f(x)=ωT.Φ(x)+b (3) 

 

where, ω defines the weight vector, B represents the bias term 

and Φ(x)is the nonlinear transformation function. 

Neural Network (NN) 

Fit single-hidden-layer neural network, possibly with skip-

layer connections. The MLP networks may have special 

connections called the Skip Layer. In this, the input signals 

(layer) have a direct connection to the output layer, i.e., 

implementing the hidden layer [9, 29]. The Figure 2 shows the 

fit single hidden layer neural network.  

 

 
 

Figure 2. Fit single-hidden-layer neural network 

 

The signal is received from the nodes of the input layer, by 

the hidden layer, wherein each input variable is multiplied by 

a respective weight and its sum is added to bias [9]. 

Output function: 

 

yk=bk+x0w0+x1w1+x2w2 (4) 

 

where, x0,x2,x3 are input signals and w0,w1,w2 are synaptic 

weights and bk is bias signal. 

 

Principal Component Analysis with Neural Network 

(PCA-NN) 

The PCA-NN first computes the Principal Components 

Analysis (PCA) of the dataset and the cumulative parentage of 

the variance for every principal component. The function uses 

a logic statement to estimate how many components must be 

preserved in the predictors to absorb the number of variants. 

Essentially, the classical PCA aims to solve an eigenvalue 

problem: 

 

Cxaj = λjaj, for j = 1, 2, ..., p (5) 

 

where, Cx is the original data covariance matrix, λj is an 

eigenvalue of Cx and aj is the eigenvector corresponding to the 

eigenvalue λj. Next, the calculated eigenvalues can be 

increasingly ordered: 

 

λ1 ≥λ2 ≥…. λp (6) 

 

The principal components can, then, be computed according 

to the equation: 

 

Zj = aT
j X = XT aj, for j = 1, 2, ...,p (7) 

 

where, Zj is the j-th principal component and X represents the 

original data set. An important property of PCA is that the 

variances of principal components are the eigenvalues of 

matrix C. Therefore, dimensionality reduction can be obtained 

by performing PCA and by keeping only the components with 

highest variance PCA needed 45 components to capture 95 

percent of the variance in Alizadeh Sani. PCA needed 47 

components to capture 95 percent of the variance in Extension 

211



 

of Alizadeh Sani. The PCA-Neural Network uses an 

unsupervised learning process that is based on variations of the 

Neural Network rule [30]. 

 

H2OBinomial-Model-Deep Neural Network (HBM-DNN) 

The DNN Classifier was built using H2O package of R 

Programming for training and modelling. It is using open 

source, in-memory, scalable machine learning and AI platform 

used to create models with large dataset and implement 

classification with high accuracy methods [11]. The 

H2OBinomial-Model-Deep Learning or H2OBinomial-

Model-Deep Neural Network (HBM-DNN) involves building 

a feed-forward multilayer artificial neural network on 

aH2OFrame. H2O's Deep Learning calculation has been 

fundamentally utilized for building the models. The Deep 

Learning calculation depends on a multi-layer feed-forward 

fake neural organization that is prepared with stochastic 

inclination plunge utilizing back-spread. The shrouded 

contentions are utilized to set the quantity of concealed layers 

and neurons for each shrouded layer. 

Our HBM-DNN contains 56 units in the Input layer, 5, 5, 5 

neurons in every one of the 2 concealed layers separately and 

2 neurons in yield layers. This HBM-DNN is ordered the Z-

Alizadeh Sani and expansion of Z-Alizadeh Sani (CAD) 

datasets. In our investigation, we have utilized a DNN called 

the HBM-DNN with two concealed layers and five neurons for 

each shrouded layer. We likewise propose the Enhanced 

H2OBinomial-Model-Deep Neural Network (EHBM-DNN) 

with three shrouded layers and twenty neurons for each 

concealed layer. 

The Figure 3 represent the architecture of our proposed 

EHBM-DNN contains 56 units in the Input layer, 20, 20, 20 

neurons in each of the 3 hidden layers and Figure 4 shows the 

architecture 59 units in the Input layer, 20, 20, 20 neurons in 

each of the 3 hidden layers with two neurons in output layers 

respectively. 

 

 
 

Figure 3. Proposed EHBM-DNN 

 

 
 

Figure 4. Proposed EHBM-DNN (extention) 
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Ensemble techniques 

An ensemble learning technique combines multiple 

classifiers and gives the final prediction (classification results). 

The ensemble model combines a set of classifiers to produce a 

single compound model that offers higher accuracy. Ensemble 

methods can be termed as the committee, classifier fusion, 

combination or aggregation, etc. Ensemble methods can be 

classified as Homogeneous Ensemble [31] Methods and 

Heterogeneous ensemble [32] methods. Homogeneous 

ensemble Methods use a single learning algorithm on different 

training datasets to construct multiple classifiers such as 

Bagging, Boosting, Random Subspaces, Random Forest, etc. 

Heterogeneous ensemble methods use a variety of learning 

algorithms and manipulate the training datasets to make 

multiple models. Some of the heterogeneous methods are 

voting, stacking, etc. 

Stacking, also referred to as a stacked generalization or meta 

ensemble model, is a new well-known technique that is used 

to reduce the generalization error rate by reducing the bias of 

generalizers. Stacking introduces the concept of a Meta-

learner, which replaces the voting procedure [33]. The 

problem with voting is that it is not clear which classifier to 

trust. Stacking tries to learn which classifiers are the reliable 

ones, using another learning algorithm—the Meta-learner—to 

discover how best to combine the output of the base learners. 

It merges the output of several classification models (level-0 

base model) as training data for another model (level-1 stacked 

model) to estimate the same target function. The second level 

model learns where each base learner performs better, thus 

achieving better classification accuracy [34]. In this study, we 

can easily specify the base classifiers, the meta-learner and the 

number of cross-validation folds. 

Figure 5 shows the k-fold cross-validation method in Level-

0, and the level-1 used datasets (CAD)CV at the end of this 

method are used to produce level-1 model CART. We used 

three classification algorithms we used for the stack 

generalization process. In this level-1 or meta-classifier is 

CART, level-0 or base learners are CART, C5.0, and SVM. 

 

 
 

Figure 5. Schematic view of stacked ensmble model 

 

Performance evaluation 

We calculated the performance of classifiers based on the 

following confusion matrix are shown in Table 1. 

 

Table 1. Confusion matrix 

 
Actual Vs. Predicted Positive Negative 

Positive True Positive (TP) False Negative (FN) 

Negative False Positive (FP) True Negative (TN) 

 

The performance of the classification models was measured 

using four performance measures: accuracy, sensitivity, 

specificity and f-measure. Accuracy is the percentage of 

correctly classified instances among all instances. Sensitivity 

analysis techniques measure the rate of change at the output of 

a sample due to adjustments in the input of a variable. 

Specificity analysis is the proportion of actual negatives that 

are correctly identified. F-measure is the harmonic mean of 

Precision and Recall and gives a better measure of the 

incorrectly classified cases than the Accuracy Metric. 

 

Accuracy=
𝑻𝑷+𝑻𝑵

𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵
 (8) 

 

Sensitivity=
𝑻𝑷

𝑻𝑷+𝑭𝑵
 (9) 

 

Specificity=
𝑻𝑵

𝑻𝑵+𝑭𝑷
 (10) 

 

F1-Score=
𝟐𝑻𝑷

(𝟐𝑻𝑷+𝑭𝑷+𝑭𝑵)
 (11) 

 

 

4. RESULTS AND DISCUSSION 

 

In this study, we used the R software and its different 

packages and methods for data analysis. For a comparative 

study of the classification models, the performances of the 

proposed classification models are shown in Table 2. 

 

Table 2. Performance of classifiers (in %) 

 
Z-Alizadeh Sani dataset 

Algorithm Accuracy Sensitivity Specificity F1-

Score 

CART 83.19 89.33 67.91 88.30 

SVM 78.55 92.55 43.75 86.11 

Single C5.0 Tree 82.24 89.76 63.75 87.77 

Ensemble 

(CART+SVM+C5.0) 

83.47 92.12 62.08 88.88 

NN 71.95 83.23 97.72 83.23 

PCA-NN 83.12 87.38 72.36 87.93 

HBM-DNN 82.51 80.1 88.51 86.72 

EHBM–DNN 96.04 95.83 96.55 97.18 

 

Table 2 presents a comparison of results using the Z-

Alizadeh Sani CAD dataset. It gives a comparison of the 

results obtained from the classifiers CART, SVM, Single C5.0 

Tree, Ensemble (CART + SVM + C5.0), NN, PCA-NN, 

HBM-DNN and EHBM-DNN. The highest accuracy of 

96.04% is obtained by the proposed EHBM–DNN model 

compared with other models. The accuracy of the proposed 

ensemble (CART + SVM + C5.0) 83.47% is the second-

highest accuracy of all the models. Sensitivity analysis 

techniques measure the rate of change at the output of a sample 

due to adjustments in the input of a variable. The maximum 

sensitivity of 95.84% is obtained by the proposed EHBM–

DNN model compared with other models. Specificity analysis 

is the proportion of actual negatives that are correctly 

identified. The maximum specificity of 97.72% is obtained by 

the proposed NN model compared with other models. The F1-

Score is the harmonic mean of Precision and Recall and gives 

a better measure of the incorrectly classified cases than the 

accuracy metric. Among all classifier models, the 

maximumF1-Scoreof 94.31% is obtained by the proposed 

EHBM–DNN model. The F1-Score of the ensemble (CART + 

SVM + C5.0) is 88.88%. 
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Figure 6. Accuracy comparison of Z-Alizadeh Sani dataset 

 

In Figure 6, the accuracy results for the Z-Alizadeh Sani 

dataset are shown for various proposed models. The 

classification performance computed in Accuracy measured is 

the True Positives and True negatives are more significant. 

The chart demonstrates the best and worst outcomes from all 

the models. 

For a comparative study of the classification models, the 

performances of the proposed classification models are shown 

in Table 3. 

 

Table 3. Performance of classifiers (in %) 

 
Extension of Z-Alizadeh Sani dataset 

Algorithm Accuracy Sensitivity Specificity F1-

Score 

CART 96.34 95.32 98.88 97.27 

SVM 85.50 89.41 75.83 89.69 

Single C5.0 Tree 99.67 99.77 100 98.88 

Ensemble 

(CART+SVM+C5.0) 

99.67 99.77 100 98.88 

NN 78.71 94.91 39.58 86.67 

PCA-NN 96.04 94.93 98.89 97.11 

HBM-DNN 87.79 87.50 88.51 91.09 

EHBM–DNN 99.67 99.54 100 99.76 

 

Table 3 presents a comparison of results using the extension 

of the Z-Alizadeh Sani CAD dataset. The classifiers Single 

C5.0 Tree, Ensemble (CART + SVM + C5.0) and EHBM-

DNN obtained the maximum accuracy of 99.67% compared to 

other models. Sensitivity analysis techniques measure the rate 

of change at the output of a sample due to adjustments in the 

input of a variable. The maximum sensitivity of 99.77% is 

obtained by the proposed Single C5.0 Tree and Ensemble 

(CART + SVM + C5.0) models compared with other models. 

Specificity analysis is the proportion of actual negatives that 

are correctly identified. The maximum specificity of 100% is 

obtained by the proposed Single C5.0 Tree, Ensemble (CART 

+ SVM + C5.0) and EHBM-DNN models compared to other 

models. The F1-Score is the harmonic mean of Precision and 

Recall and gives a better measure of the incorrectly classified 

cases than the accuracy metric. The maximumF1-Scoreof 

99.76% is obtained by the proposed EHBM–DNN model 

compared to other models. TheF1-Score of the ensemble 

(CART + SVM + C5.0) is 98.88%. 

Figure 7 shows the accuracy results for the extension Z-

Alizadeh Sani dataset for various proposed models. The 

classification performance computed in accuracy measured is 

the true positives and true negatives are more significant. The 

chart demonstrates the best and worst outcomes from all the 

models. 

 

 
 

Figure 7. Accuracy comparison of extension Z-Alizadeh 

Sani dataset 

 

 

5. CONCLUSION  

 

This study applied CAD datasets to eight classification 

methods CART, C5.0, SVM, ensemble (CART, SVM, C5.0), 

NN, PCA-NN, HBM-DNN and EHBM-DNN. The 

performance of all the algorithms were compared with respect 

to accuracy, sensitivity, specificity and F1-Score. The findings 

demonstrate that, of all the cases in the CAD dataset, the 

proposed ensemble (CART, SVM, C5.0) and EHBM-DNN 

performed efficiently and accurately. The EHBM-DNN and 

the ensemble model in the extension of the Z-Alizadeh Sani 

data set obtained the optimum accuracy of 99.67%. The 

EHBM-DNN in the Z-Alizadeh Sani dataset achieved the 

highest accuracy of 96.04%. 

Finally, the experimental findings show that the proposed 

EHBM-DNN and ensemble model outperform existing 

method in terms of performance and hence it is best suitable 

for contrast enhancement of CAD dataset classifications. 

Other deep learning and data mining techniques might be 

applied in the future to improve the outcomes. 
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