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This paper presents a field-oriented control (FOC) of a dual star induction generator 

(DSIG) applied in a grid-connected wind energy conversion system. Currently, the dual 

star induction machine (DSIM) is increasingly used among multiphase machines. The 

machine has two star-connections, sharing the same stator offset, by an electrical angle 

of 30° and fed by two parallel converters. Maximum power point tracking (MPPT) is 

illustrated in a first stage, in order to extract a maximum of power under fluctuating 

wind speed. In a second stage, vector control of a DSIG with FOC is described. Finally, 

voltage oriented control (VOC) is used to ensure the power factor unity on the grid side. 

The main contribution of the presented paper is the application of a simple architecture 

of an artificial neural network (ANN) controller in order to improve the robustness and 

stability of the system, especially against the parameter change. In comparison with the 

conventional control, which is known by its sensitivity, the proposed neural MPPT with 

neural FOC (NMPPT-NFOC) presents better performance under normal and abnormal 

conditions. The robustness and effectiveness of the proposed control has been validated 

through illustrative simulation results with different functional zones, and for fixed and 

variable wind speed. 
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1. INTRODUCTION

Due to the environmental and global climate changes, 

renewable energy sources play a vital role in the energy market. 

Among several sources of renewable energy, wind energy is 

one of the most important and the most promising renewable 

source of energy throughout the world in terms of 

development, because it is non-polluting and economically 

viable [1]. Wind energy is carried by the wind. With this 

energy, wind turbines can produce electrical energy [2]. 

The latest generation turbines operate at variable speed. 

This type of operation has many advantages, such as, operation 

at maximum power point tracking (MPPT) and higher energy 

efficiency with low voltage peaks on the components [3]. 

Compared to fixed speed wind turbines, variable speed wind 

turbines have the advantage to be supervised by control 

algorithms, allowing the control of active and reactive powers 

injected into the grid [4]. 

Regarding the generators for wind energy conversion 

system (WECS), wind turbine manufacturers use several types 

of electric generators, notably doubly fed induction generators 

[5-7], permanent magnet synchronous generators [8, 9], and 

the dual star induction generator (DSIG) [10, 11]. The DSIG 

has more advantages than the conventional cage induction 

generator, namely high reliability, low magnitude with high 

frequency of torque pulsations, reduced rotor harmonic current, 

and segmentation power [12].  

Actually, the main goal of researchers is to make efforts for 

improving the conventional control algorithms, which are 

known by their limitations according to the disturbances and 

parameter variation effects. For that reason, many techniques 

have been developed recently to control the DSIG, such as 

nonlinear back stepping control [13], and nonlinear sliding 

mode control used with Field Oriented Control (FOC) [14]. 

The control of the produced power by the DC bus voltage 

regulation has been presented [15]. 

The most recent and integrated techniques in high power 

systems are artificial intelligence techniques, known for their 

great potential to be able to solve problems related to industrial 

processes, including the control, estimation and identification 

of the parameters of the variant systems [16]. The goal of 

Artificial Intelligence (AI) is to design systems that can 

reproduce the behavior of humans in their reasoning activities 

[17]. However, the main drawback of these techniques is the 

requirement of high-speed microcontrollers, especially when 

using complex intelligent controllers as suggested by Chekkal 

et al. [11], and Ameur & Kouzi [18]. An optimized PI and 

fuzzy speed controllers for DSIG are presented, which give 

relatively good results; but this control is designed by two 

different intelligent techniques [18]. The control of the DSIG 

drive using intelligent fuzzy logic control is presented, where 

the proposed control is not tested for different conditions [11]. 

In the same time, the last-mentioned control uses a high 

number of fuzzy rules, which make it difficult to implement 

into the microcontroller, and becomes an expansive solution. 

The application of the neural network control for wind turbine 

is proposed by Yaichi et al. [19], which provides good results, 

but the proposed algorithm was based on a complicated neural 

controller. 

Avoiding the aforementioned problems related to the 
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sensitivity of PI controllers as well as the complexity of the 

intelligent controllers, an artificial neural network controllers 

based on a simple architecture is proposed in this paper, which 

is trained offline by a standard back-propagation algorithm 

using the input-output (error-target) history information of 

each PI controllers. The proposed ANN controllers do not 

require an accurate mathematical model of the considered 

system, which makes them independent of the system model, 

so that they may be a good solution to solve the problem of 

sensitivity against the machine parametric variation. The 

proposed controllers are applied only in the machine side 

converters in order to ensure robust performance of the DSIG 

in different operating conditions. Regarding the grid-side 

converter, the VOC based on the PI controllers is considered. 

This work is presented as follows: the modeling of the wind 

generator and the MPPT are presented in section 3, and the 

DSIG model is provided in section 4. In section 5 the FOC-

DSIG is presented. Next, the proposed ANN controller is 

given in section 6. In section 7 the VOC based on the PI 

controllers is analyzed, and the results are presented and 

discussed in section 8. Finally, some conclusions are given in 

section 8. 

 

 

2. POWER GENERATION SYSTEM DESCRIPTION 

 

To connect the wind turbines to the grid, various ac/dc/ac 

configurations have been developed by the wind turbine 

manufacturers. In this study the variable speed wind turbine 

system consists of a squirrel cage DSIG, which is driven by 

the wind turbine trough a gearbox. The control performance of 

the DSIG is ensured by the proposed control algorithm 

(NFOC-NMPPT) through converters 1 and 2. The converter 3 

is driven by the VOC strategy, to keep the control of the dc-

bus voltage and to control the active and reactive powers 

delivered to the grid. The overall system scheme is illustrated 

in Figure 1.  

 

 
 

Figure 1. Scheme of the studied system 

 

 

3. WIND TURBINE MODEL 

 

The available power at a surface S, swept by the wind 

turbine is expressed as follows [20]: 

 

1 2 3

2
P R Vv =  (1) 

 

where, V is the wind speed (m/s), ρ is the density of the air, 

and R is the length of a blade or the radius of the wind turbine 

(m). 

The wind turbine can recover only a fraction of the available 

power appears to the rotor, thus, the mechanical power of the 

turbine (Pt) can be represented by [21]:  

2 31( , ) ( , )
2

P C P R V C
t p v p

    = =  (2) 

 

where, Cp (λ,β) is the power factor that characterizes the 

aerodynamic efficiency of the turbine (Figure 2). It depends 

on the dimensions of the blade, the angle of orientation of the 

blade β, and the ratio of the speed λ, and expressed as [22]: 
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Figure 2. Coefficient of the pair Cp, as a function of λ, for 

different β 

 

The relative velocity λ is defined as the ratio between the 

linear speed of the blades (Ωt R) and the wind speed as follows 

[22-24]: 

 

Rt

V



=  (5) 

 

where, Ωt (rad/s) is the mechanical speed of the turbine shaft. 

The torque exerted by the wind on the turbine shaft is 

defined by: 

 

3 21
( , )

2

PtC R V Cct
t

  = =


 (6) 

 

where, Cc represents the torque coefficient: 

 

C
PCc


=  (7) 

 

The gearbox conversion ratio (G), is designed to match the 

low-speed turbine blades with the high-speed generator. For a 

given rated speed of the generator and turbine, the gearbox 

ratio can be determined by [25]:  

 

g
t G


 =  (8) 

 

CtCg
G

=  (9) 
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where, Ωt and Ωg are the turbine and generator rated speeds. 

According to the expressions (2) and (3), the maximal 

power generation of the wind turbine corresponds to the 

maximum value of the power coefficient. This is verified when 

the speed ratio was in its optimum value for β=0, as shown in 

Figure 2. 

 

 

4. DUAL STAR INDUCTION GENERATOR MODEL 

 

 
 

Figure 3. Representation model of the DSIG with stator-rotor 

orientation 

 

The DSIG is a six-dimensional system, that is composed of 

two identical three-phase stator windings, and one squirrel 

cage rotor [26, 27]. The two split stator windings sets are 

connected in a star configuration, and are shifted by an electric 

angle  = 30° [10, 11]. The stator windings are being supplied 

by two independent converters. Because it is a six-dimensional 

system, the modeling of the DSIG using actual variables 

becomes a complicated task, and so the machine in this paper 

is being modeled in d–q reference frame, and expressed in 

state-space form. Certain assumptions have been taken into 

account in order to simplify the machine modeling [28, 29]: 

• The stator windings are sinusoidally distributed. 

• There is a uniform air gap between stators and rotor. 

• Magnetic saturation of core is neglected. 

• The two-stator windings are perfectly decoupled. 

Figure 3 presents a model representation of the stator-rotor 

windings distribution for the DSIG. In this figure, 

(Sa1,Sb1,Sc1) and (Sa2,Sb2,Sc2) are the corresponding three-

phase windings of the star1 and star 2, respectively. (ra,rb,rc) 

denote the rotor windings, and θs, θs-α are the angle position 

of the star 1 and star 2, respectively. The axes of each star's 

windings are displaced at an electric angle of 120°. 

The mathematical model of the DSIG in state space form is 

presented by the following expressions [10, 18]: 
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The modeling of the mechanical system, can be presented 

by Eq. (9): 

 

d rJ T T Jr em r
dt


= − −   (11) 

 

Tem is the electromagnetic torque, expressed by: 
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( )
( )
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 +
 

=  +
− + 
 

 (12) 

 

The active and reactive power, are presented by: 

 

1 1 2 21 1 2 2
P V I V I V I V Is qs qs qs qsds ds ds ds

= + + +  (13) 

 

1 1 2 21 1 2 2
Q V I V I V I V Is qs qs qs qsds ds ds ds

= − + −  (14) 

 

 

5. FIELD ORIENTED CONTROL OF THE DSIG   

 

5.1 Reference frame 

 

 In order to find a variable speed drive where the flux and 

the electromagnetic torque will be connected directly to the 

stator current components, a rotor field-oriented control was 

chosen, where the rotor flux is lined up with the d-axis [30]: 

 

rdr
 =  (15) 

 

0qr =  (16) 

 

5.2 Control strategy  

 

The DSIG control guideline is like the notable rotor FOC 

utilized for the IG. By applying the self-condition of FOC to 

Eqns. (9) and (12), the final expressions of slip speed and 

electromagnetic torque are: 
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With, 
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ds ds Lm


+ =  (19) 

 

The reference stator voltages are expressed by:  
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where, 𝑇𝑟 =
𝐿𝑟

𝑅𝑟
 

 

 

6. CONTROL BY NEURAL NETWORKS 

 

The dimension of the neural network making it possible to 

obtain a better result is impossible to fix. It was established 

that a neural network with only one hidden layer can make the 

approximation of any function. However, some parameters of 

ANNs cannot be determined from an analytical analysis of the 

process under investigation. This is the case of the number of 

hidden layers and the number of neurons belonging to them. 

 

 
 

Figure 4. Structure of a standard neural network 

 

By taking all these concepts in consideration, it can be noted 

that it is especially the experiment, and the number of tests, 

which help one to search the number of neurons and more 

exactly an optimal architecture for a given problem. 

The general feed forward structure shown in Figure 4, 

consists of three layers, input-output, and hidden layers with n, 

k, and m neurons, respectively. 

The signal propagation of each layer is described in detail 

as follows:  

 

( )1,2,( ) j nu X jj ==  (24) 

 

where, uj denotes the jth neuron used for the input layer, and 

the n neurons number depend on the process complexity.  

The input and output on the hidden layer are: 

 

1

n
v ui ij jj

= 
=

 (25) 

 

( )1,2,( ) ( )
1

i m

n
y f v f ui i ij jj

 == = 
=

 (26) 

 

where, yi is the total input of ith neuron used for the hidden 

layer, wij is the weight values, and f (*) denotes the activation 

function. 
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Figure 5. Block diagram of numerical controller: (a) Input Layer; (b) Hidden Layer; (c) Output Layer 

 

The input of the output layer is: 

 

( )
1 1

k k
z y f vi iL Li LiL L

 =  = 
= =

 (27) 

 

The total output of the neural network can be represented by 

the following equation: 

 

( ) ( ( ))
1

( ( ))
1 1

k
y f z f f viL Lik L

k n
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= = 
=

=  
= =

 (28) 

 

Based on the self-structure, the optimal architecture of 

Multilayer Perceptron (MLP) takes, in this case, a single 

neuron in the input-output layers, and only one hidden layer of 

3 neurons for designing the numerical controllers (Figure 5), 

which replace the four PI current-controllers and the PI MPPT-

controller (Figure 6), in order to maintain a high dynamic 

performance even when detuning occurs. At first, we are 

training the MLP to the PI controller by presenting 6000 

samples to the network with a maximal error of 10-20, the 

number of epochs count maximum 103 with an iteration step 

of five. Then, the MLP must be trained in order to adjust and 

to find the adequate weights, which adapts the input (error) 

with the output (target). The backpropagation algorithm 

named Levenberg–Marquardt (LM) is used to train the 

networks. The neural network gives almost the same output 

pattern for the same or nearby values of input.   

Each neuron in this architecture has a corresponding 

threshold b, as shown in Figure 5. 

The adaptation of the weights and thresholds values can 

represent by the following equations: 
 

( 1) ( )k ki i i  + = +  (29) 

 

( )

( )

k
i ki


 




 = −


 (30) 

 

with: ξi = wi or bi. 
 

1 2( ) ( )
2 1

m
k e kii

 = 
=

 (31) 

( )
_ _

e k y yi i desird i actually
= −  (32) 

 

where, ɛ(k) is the instantaneous sum of squared output errors 

SSE, e(k) is the error, η is a learning rate that takes it as a 

constant value between 0 and 1. The initial values of the 

weights and thresholds are chosen randomly, and the final 

values after the training process are presented in the following 

sets Z, H, and M. 

The activation functions of the input and the hidden layers 

are respectively the "logsig" "tansig" function, and the "linear" 

function is used for the output layer. Its learning is carried out 

using the error-based gradient propagation algorithm. 

This method, which is an approximation of Newton’s 

method, has been shown to be one of the fastest algorithms for 

training moderate size MLPs and ensures the best convergence 

towards a minimum of the quadratic error. 

The general parameters (number of layers, max error, 

activation functions) can be successfully applied in other 

applications, as shown in literatures [31, 32]. However, the 

proper design parameters (number of neurons, weights values, 

threshold values), can be applied with success only in the same 

applications (NMPPT-NFOC-DSIG).  

• Set Z: for MPPT controller 

ω1= [6.9e+04]; b1= [-3.32e+04] 

ω2= [1.1e+05; 7.5e+04;-1.2e+05]; b2=[-9.7e3;-2.9e4;6.6e3] 

ω3= [3.6e+06, 3.6e+06, -1.8e+06]; b3= [1.8e+06] 

• Set H: for Id controller 

ω1= [-5.58e-05]; b1= [-0.67] 

ω2= [-1.6e+02; 2.1e+02; 1.7e+02]; b2=[53.3;-73.9;-56.9] 

ω3= [3.1e+03, -1.9e+03, -2.3e+03]; b3= [1.1e+03] 

• Set M: for Iq controller 

ω1= [-29.19]; b1= [16.31] 

ω2= [2.8e+02; -1.9e+02; 67.4]; b2= [-61.6;35.3;1.1e2] 

ω3= [-8 e+02, 1.5e+02, 2e+06]; b3= [-1.9e+06] 

 

 

7. GRID SIDE POWER CONTROL 

 

The main objective of the grid side converter control is to 

inject into the grid the optimal power provided by the wind 

turbine. The grid active and reactive powers are controlled by 

decoupled voltage oriented control, through the regulation of 

d-q axis grid currents (Figure 6) [33]. In order to have the grid 

current vector in phase with the grid voltage vector, the 

reference reactive power Q should be zero.  
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The DC-Bus voltage is expressed by: 
 

1
V i dtcdc c

=   (33) 

 

where: 
 

i i ic dc ond
= −  

 

To ensure the constant rated value of the DC-Bus voltage, a 

PI-controller was used, in the regulation loop, in order to 

generate the reference capacitive current Idc. 

 

* *( )i PI u u
dc dc dc

= −  (34) 

 

The reference grid active power is presented by: 
 

* * *( )
_

P V i i P Pmdc dc dc m dc
= − = −  (35) 

The d-q reference currents obtained in the grid are 

expressed by: 

 

* * *
1 _

2 2 * ** ___

i vP Qdg dg mes

vv v Q P qg mesi qg mesdg mesqg

     
     =
     − −     

 (36) 

 

The reference voltages are given by: 
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__

* *
_ _

v v v w L is qg mesmd dg dg mes f

v v v w L imq qg qg mes s f dg mes

 = + −


 = + −


 (37) 

 

* *( )
_

* *( )_

v PI i i
dg dg dg mes

v PI i iqg qg qg mes

 = −


 = −


 (38) 

 
 

 
 

Figure 6. Block diagram of the global grid-connected wind turbine based on the DSIG 
 

 

8. SIMULATION RESULTS AND DISCUSSION 

 

The simulation results of the control system presented in 

this paper, were obtained by using Matlab /Simulink software 

for the wind speed profile indicated in Figure 7. The simulated 

model was implemented under discrete time mode and for a 

sampling time Ts=10 µs. The rated power of the DSIG is 1.5 

MW, with parameters shown in the appendix. 

 

 
 

Figure 7. Profile of wind speed 

 
(a) 

 
(b) 
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(c) 

 
(d) 

 
(e) 

 

Figure 8. Simulation results using ANN controllers:  

(a) generator speed (b) active power (c) electromagnetic 

torque (d) stator current of star 1 and star 2 (e) rotor flux 
 

The results in Figure 8 are related to the ANN controller, 

whereas the results of Figure 9 are for the PI controller. Both 

control schemes are tested under the same conditions and for 

different wind speeds. 

The first test shown in Figure 8 and Figure 9 is a comparison 

between the PI controllers and the ANN controllers, in terms 

of response speed, transient oscillations, and tracking of 

imposed trajectory. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 

Figure 9. Simulation results using PI controllers:  

(a) generator speed (b) active power (c) electromagnetic 

torque (d) stator current of star 1 and star 2 (e) rotor flux 
 

It is clear from the results of rotor speed, active power and 

electromagnetic torque (Figures 8.a.b.c and Figures 9.a.b.c) 

that the ANN controller has a fast response speed, as compared 

to the PI controller. It can be also seen that both controllers 

have a good tracking trajectory; however, the ANN controller 

has better performance especially under transient oscillations, 

which can eliminate overshoot regardless of speed changes. 

On the other side the PI controller generates an overshoot at 

the times of speed variation, as shown at the instants t = 5 s 

and t = 7 s. 

In terms of static error, the ANN controller presents lower 

values than the PI controller, especially at high speed, as 

shown in Figure 8.b and Figure 9.b, between t=7 s and t= 9 s. 

Figure 8.d and Figure 9.d show the evolution of the DSIG 

stator currents for the first phase of each star. The currents are 

sinusoidal, and shifted by 30°. The direct and quadratic rotor 

fluxes of the DSIG are illustrated in Figure 8.e and Figure 9.e. 

They are decoupled, where the component of the direct rotor 

flux follows its reference, and the component of the quadratic 

rotor flux is null. 
 

 
 

Figure 10. Grid active power 
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Figure 11. Grid reactive power 

 

From Figures 10 and 11, it can be observed that the grid 

active and reactive powers smoothly follow their references, 

under all the considered operating conditions. 

In Figure 12 the DC bus voltage tracks its reference with 

good stability and accuracy, showing this way the control 

robustness against wind variations. Figure 13 shows that the 

unity power factor is always achieved. 

 

 
 

Figure 12. DC link voltage 

 

 
 

Figure 13. Power factor in grid side 

 

 

9. COMPARATIVE STUDIES BETWEEN PI AND ANN 

CONTROLLERS 

 

In order to show the feasibility of the proposed control when 

using the PI and neural network controllers, a system with and 

without parametric variations is considered. 

Figures 14-15 and Table 1 are specified for PI and ANN 

controllers, to compare both performances under the same 

conditions. 

 

 
 

Figure 14. Generator speed comparison using PI and neural 

controllers with an increased moment of inertia (J +80%) 

 
(a) 

 
(b) 

 

Figure 15 Active power simulation results verifying the 

controllers robustness (a) variation of Ls value by 50%; (b) 

variation of Lr value by 50% and Ls value by 50% at t= 3s 

 

Table 1. Controllers performance analysis 

 

Performance 
Normal 

conditions 

Abnormal 

conditions 

 PI ANN PI ANN 

Response time at low 

speed (s) 
1.7 1.5 1.7 1.5 

Response time at high 

speed (ms) 
2.5 2 3 2 

Overshoot (%) 10 0 40 2.5 

Static error in the speed 

(rad/s) 
1.5 0.02 4 0.5 

Static error in the active 

power (%) 
2.5 0.05 0.25 0 

Tracking and 

Robustness 
Good Excellent Bad Good 

THD Is (%) 4.60 1.46 8.23 1.62 

 

It can be seen that the FOC based on ANN controllers shows 

better control performance of the machine-side converter, as 

compared to the PI controller based on FOC, showing this way 

the effectiveness of the proposed control scheme under normal 

and abnormal conditions. 

 

 

10. CONCLUSION 

 

This paper has been dedicated to the modeling and synthesis 

of the control laws of a grid-connected WECS based on the 

DSIG machine. An NMPPT-NFOC scheme is proposed for a 

machine-side converter control in order to have good tracking 

of the reference values. The proposed controller avoids the 

sensitivity of the conventional PI controllers based-MPPT-

FOC against the parametric and wind speed variations. On the 

other side, a VOC based on the PI controllers is used to control 

the DC-link voltage and the grid active and reactive powers. 

Simulation results show that as opposed to the classical control, 

the proposed method has a smooth and close tracking of the 

reference values with insensitivity to parameter variations, 

which confirm that the considered method is an effective 

solution for DSIG drives. 
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Future work will focus on the application of the proposed 

ANN based-control to the grid-side converter, since the 

control stability against the filter parameter variations and grid 

normal and abnormal conditions is one of the research interests 

of the authors. 
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NOMENCLATURE 

 

V Wind speed (m/s) 

Cp Power coefficient -- 

R Radius of the blade (m) 

ρ  Air density -- 

λ Speed ratio -- 

β Pitch angle (deg) 

Lm  Magnetizing inductance (H) 

J Inertia moment (Kgm2) 

G Gear box gain -- 

Lr , Ls Rotor and Stator inductance (H) 

Rr , Rs Rotor and Stator resistance (Ohm) 

ωs  Synchronous reference Speed 

ωr  Rotor electrical angular speed 

Vds Vqs  d-q stator voltages (V) 

Vdg Vqg  d-q grid voltages (V) 

Vdc DC-bus voltage (V) 

Ødr Øqr  d-q rotor flux (Wb) 

Ids Iqs  d-q stator currents (A) 

Idg Iqg d-q grid currents (A) 

Idc DC-bus current (A) 

Ps  Active Power (W) 

Qs Reactive Power (Var) 

Tem Electromagnetic Torque (N.m) 

wi   Neuron weight -- 

bi Neuron threshold -- 

 

 

APPENDIX 

 

Radius of the turbine  R=35,25m 

Optimal relative speed  λopt = 8,1 

Maximum power 

coefficient 

Cpmax = 0,48 

Gear box gain  G= 90 

DSIG rated power Pr = 1,5 MW 

RMS voltage value V= 400 V 

Number of pole pairs  p= 2 

Stator resistance Rs1=Rs2=0,008 Ohm 

Stator inductance Ls1=Ls2=0,134 mH 

Magnetizing inductance Lm=0,0045 H 

Rotor resistance Rr=0,007 Ohm 

Rotor inductance Lr=0,067 mH 

Inertia  J=100 Kg.m2 

Viscous Coefficient fv =2,5 Nm s/rd 

Filter Inductance Lf=0,001 H 

Filter resistance Rf=0,001 ohm 

Capacitance of the DC-

Bus 

C=0,072 F 

 

332




