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Collaborative Filtering (CF) has been known as the most successful recommendation 

technique in which recommendations are made based on the past rating records from like-

minded users. Significant growth of users and items have negatively affected the efficiency 

of CF and pose key issues related to computational aspects and the quality of 

recommendation such as high dimensionality and data sparsity. In this study, a hybrid 

method was proposed and was capable to solve the mentioned problems using a 

neighborhood selection process for each user through two clustering algorithms which were 

item-based k-means clustering and user-based Fuzzy Clustering. Item-based k-means 

clustering was applied because of its advantages in computational time and hence it is able 

to address the high dimensionality issues. To create user groups and find the correlation 

between users, we employed the user-based Fuzzy Clustering and it has not yet been used 

in user-based CF clustering. This clustering can calculate the degree of membership among 

users into set of clustered items. Furthermore, a new similarity metric was designed to 

compute the similarity value among users with affecting the output of user-based Fuzzy 

Clustering. This metric is an alternative to the basic similarity metrics in CF and it has been 

proven to provide high-quality recommendations and a noticeable improvement on the 

accuracy of recommendations to the users. The proposed method has been evaluated using 

two benchmark datasets, MovieLens and LastFM in order to make a comparison with the 

existing recommendation methods. 
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1. INTRODUCTION

A recommender system provides a personalized set of 

recommendations by incorporating users’ needs into a user 

model and applying suitable recommendation algorithms in 

mapping the user model into targeted item recommendations 

[1-3]. Due to the advancement in Internet technology, the 

development of recommender systems in e-commerce sites for 

product purchase advice is becoming more significant. This is 

due to its ability to save users' time and effort in searching for 

items [4-6].  

Recent works have showed that to provide high-quality 

recommendations, the similarity metrics design have to be 

innovative and artificial learning machine and artificial 

intelligence ought to be employed [7, 8]. The major challenge 

is to accurately discover users’ interests through creating a 

proper user model. In doing this, it is significant to identify the 

computation times which is necessary for defining the 

relations among users or items that can be regarded as 

performance issue of the recommender systems due to the 

large numbers of items or users. Moreover, there are 

drawbacks of CF recommendation systems that need to be 

addressed in increasing the quality of recommendation and 

accuracy of the predicted rated. These drawbacks are high 

dimensionality, data sparsity, and cold-start [9-12]. Most of 

the proposed recommender systems in solving drawbacks of 

CF failed to take action based on both sides of similarity 

(similarity among users and items) and it was discovered that 

the amount of time spent in calculating similarity among users 

or items to produce recommendations was extended. With the 

goal of reducing the execution of time with the number of bit 

processing, this study proposes a hybrid recommender system 

with a new similarity measurement method that combines the 

calculation of similarity between items and users in predicting 

the score of active users on unseen items.  

The motivation and contribution of this study will be 

presented in sub-section 1.1. This paper is organized into the 

following sections: Section 2 briefly provides reviews on 

previous works on recommender systems and the clustering 

techniques. Section 3 presents the research methodology used 

in this study. The proposed recommendation method and 

experiment methodology will be described in the following 

subsections (3.1 and 3.2). Section 4 describes results of the 

experiment conducted. Section 5 outlines the conclusions and 

future direction of this work. 

1.1 Motivation 

One of the most successful clustering techniques to 

overcome the issues of CF is fuzzy c-means. In fact, there are 

research methodologies developed to increase the quality of 

recommendations that apply fuzzy C-means clustering in CF. 

However, these research methodologies have not yet been 

applied in user's modeling for making recommendations and 

none of those concentrate on execution time that is required to 

calculate the similarity of active users among the existing users 

Ingénierie des Systèmes d’Information 
Vol. 26, No. 2, April, 2021, pp. 151-158 

Journal homepage: http://iieta.org/journals/isi 

151

http://www.researchgate.net/researcher/2035212855_Maryam_Khanian_Najafabadi/
https://crossmark.crossref.org/dialog/?doi=10.18280/isi.260202&domain=pdf


 

in the database. For example, the research done by Cheng and 

Wang [13] proposed fuzzy clustering on item based CF and 

find the grade of membership of items to different clusters. 

Koohi and Kiani [14] presented a model in which combined 

fuzzy clustering and Pearson correlation, but the authors did 

not show how to find the neighbor users and similarity weights 

for prediction process by considering fuzzy clustering. 

Hence, to fill in the mentioned gaps this study applies two 

clustering methods to determine the correlation between user 

profiles and items. The first clustering is to group together 

items into clusters to minimize the dissimilarity between items 

assigned to the same cluster by using K-means clustering 

algorithm. The second clustering is to arrange similar users 

into clusters of items by using fuzzy c-means. Then, in the 

prediction step, the membership value of every user that 

belongs to k clusters with a similarity metric is measured in 

order to attain an increased quality of suggestions. To the best 

of our knowledge, none of previous research works have 

considered the potentials of employing two level clustering 

methods with a similarity metric to find group of neighbor 

users and improve the performance and processing times for 

recommendations. 
 

 

2. RELATED WORKS 

 

Recommender systems are intelligent computer systems in 

which the relationship between users and items will be 

modeled on user’s preferences, user interaction history, online 

behaviors or hobbies. Recommender systems help customers 

to decide what products to buy or to select from a set of choices 

in order to fit their tastes. Therefore, the main issue in the 

recommender systems is the extraction of users’ interests to 

provide customized suggestions for users. In order to improve 

the performance of recommendations and the accuracy of the 

predicted ratings, several researches on recommendation 

systems have been recently conducted to propose different 

recommendation approaches [15-19]. 

CF recommendation systems are known as one of the most 

successful techniques among other recommendation 

techniques in gaining efficiency based on the similarity 

measurement of users and items. Memory-Based 

Collaborative Filtering employs users’ ratings on items to 

make recommendations by finding users with similar tastes. In 

contrast, Model-Based Collaborative Filtering produces 

predictions for the active users based on users’ interaction 

history in the entire user-item database. Unfortunately, 

because CF techniques rely on users’ interests and calculate 

the similarity of active users with each of the existing users in 

the database to make suggestions, some issues related to 

computational aspects and quality of recommendations still 

arise. The typical similarity metrics in CF are Cosine Vector 

Similarity (CVS) (Eq. (1)), Pearson's Correlation Coefficient 

(PCC) (Eq. (2)) [10, 13, 20-24]. CVS and PCC are statistical 

analysis methods to calculate the similarity between an active 

user x and another user y: 
 

𝑊𝑋𝑦 =
x . y

|x| × |y|
=  

∑ (rXi)(r𝑦𝑖)n
i=1

√∑ (rXi)
2 n

i=1
√∑ (r𝑦𝑖)

2n
i=1

 
(1) 

 

WXy =

∑ (rXi − rx̅)(ryi − ry̅)
n

i=1

√∑ (rXi − rx̅)2 ∑ (ryi − ry̅)2n
i=1

n
i=1

 (2) 

where, n represents all items that both users x and y have rated. 

The notation rx̅ and ry̅ indicate the average rating of the items 

rated by user x and y, respectively. The similarity weight 

WXy ∈ [−1, 1] measures the preferences of users as value of 1 

denotes ratings of user x link perfectly with those of user y, 

while a value of -1 shows a perfect negative correlation 

between two users’ ratings. When neighbors of the active user 

by CVS and PCC were selected, a prediction of preference for 

the active user x on unseen items is calculated.  

However, existing similarity measurement methods in CF 

lead to poor recommendations and system performance due to 

problems such as lengthy computation times in the process of 

creating recommendations, data sparsity, data correlation and 

cold start problems. In order to overcome the mentioned 

problems, recent studies have proved advantages of the 

adoption of clustering techniques [13-15] in improving 

recommendation techniques to create more accurate 

predictions for sparse data. Clustering techniques can process 

the massive data by grouping them into clusters, so that the 

dissimilarity between data assigned to the same cluster is 

minimized. The advantages of clustering algorithms in 

reducing the rating matrices’ sparsity have been proven in a 

study by Zahra et al. [6]. In this study, the technique employed 

was based on the notion that users tend to associate with each 

other better within a small-sub area compared to the whole 

domain area. Since clustered sub-matrices were likely to have 

higher density than the original large matrix, better 

correlations were expected to be discovered [6, 14, 15]. Zahra 

et al. [6] have improved recommendation process by 

exploiting users by employing maximum number of ratings for 

clustering user/item matrix and finding out the most similar 

centroids as neighbors of active user. To address the issues of 

basic CF, a fuzzy recommender system was proposed by 

Cheng and Wang [13] based on subjective and objective 

information. Subjective information included opinions 

gathered from domain experts, and the preferences of target 

users were based on similar users. Hence, users presented their 

choices or preferences in the fuzzy linguistic model.  

Although artificial intelligence and machine learning 

algorithms in recommendation systems especially clustering 

algorithms are emerging techniques, the main problems are the 

computation times necessary for defining the relations among 

users or items that can be regarded as performance issue of the 

recommender systems and potentially useful information 

might be lost in reducing dimensionality of the user and 

product space that leads to low quality recommendations [25-

28]. 

Therefore, in the current study, we propose a new model 

with employing the benefits of K-means and fuzzy C-means 

clustering to overcome the issues of data sparsity, computation 

times and high-dimensionality. In particular, our model is 

adopted with fuzzy logic to find a group of neighbor users in 

making personalized recommendations. Using the proposed 

model, a user belongs to two or more clusters of items with 

different membership value and this membership degree is 

used to connect active users to other users. Hence, a user has 

different neighbor group in different clusters and we have 

successfully improved concept of similar preferences between 

users in CF. Because CF techniques consider users who only 

having similar preferences on same items to the active user, 

such a result is not true in sparse data. Additionally, a new 

similarity measure has been presented which uses results of 

fuzzy c-means in Jaccard similarity metric to recommend 

items to the active user. Two benchmark datasets, Movielens 
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and MSD are used to evaluate the proposed model in terms of 

MEA, RMSE and recommendation coverage. 

 

 

3. RESEARCH METHODOLOGY 

 

3.1 The proposed recommendation method 

 

This section explains our proposed method as a solution that 

is based on CF and clustering algorithms in handling the issues. 

Our method is based on four steps as depicted in Figure 1: (1) 

Item-based k-means clustering, (2) User-based Fuzzy 

Clustering, (3) Prediction process, and (4) Top-N 

recommendation. In the Item clustering step, we select k-

means method to cluster similar items based on their features 

in clusters and minimize the dissimilarity between items 

assigned to the same cluster. User clustering step uses fuzzy c-

means clustering on user-item interaction matrix in order to 

assign every user to k-clusters with different membership 

degrees. Then, prediction process combines the membership 

degree of users to each cluster with a similarity metric to find 

neighbor users and predict user’s interests on unseen items, 

and finally Top-N recommendation step suggests items with 

high rating value (items with higher rating of 3). The details of 

our model will be described in the next two sub-sections: 

 

 
Figure 1. Diagram of the proposed recommendation method 

 

3.1.1 Item-based via k-means clustering on the basis of item’s 

features 

The K-means clustering algorithm is an unsupervised 

learning method that can efficiently deal with large amount of 

data and sparse data by grouping whole dataset into different 

K clusters [13, 14]. This paper utilizes the K-means clustering 

to partition items into k clusters and to conduct the correlation 

between items by minimizing the distances between items and 

cluster centers. The main goal of this phase in our method is 

to discover significant correlation among items and details of 

this phase are illustrated in Table 1. 

In order to remove noise dimension in the data set, 

clustering was used to detect and remove outliers. We have 

used the fact behind this idea that within a small sub-area, 

users tend to associate with each other better than within the 

whole domain [6]. Clustering data decreases the 

dimensionality of sparse rating matrices. Because outliers do 

not belong to any cluster and sub-matrices grouped in clusters 

are likely denser than an original large matrix, better 

correlations are expected to be found in clusters. 

A Euclidean distance function is applied on whole dataset 

of items to find partition of items and assign different items 

into k clusters. Given a whole dataset of items (i1, i2, ...., in) 

where each item is represented by a d-dimensional vector, the 

k-means clustering algorithm partitions these n items into k 

sets (k ≤ n) S = {S1, S2, ...., Sn}, where 𝜇𝑖 is the mean of data 

points in 𝑆𝑖. In k-means clustering, an item is not allowed to 

belong to more than one cluster where identify mutually 

exclusive groups of items. 

 

∑ ∑ ‖𝑥𝑗 − 𝜇𝑖‖
2

𝑥𝑗∈𝑠𝑖

𝑘

𝑖=1
 (3) 

 

Table 1. Clustering of items based on item’s profile with K-

means algorithm 
 

Input: Items’ profile and K(the number of clusters) 

Output: Cluster Set of items 

1. Selectin items' features that are relevant and provide a more 

efficient clustering process when computing the similarity between 

items 

2. Doing Data Preprocessing and normalize data or values of features 

before running clustering (the feature data is scaled to fit in a specific 

range and to be suitable for cluster analysis) 

3. Define suitable numbers of clusters, k.  

4. Select an initial set of clusters’ center randomly so that each 

cluster has a centroid 

5. Calculate the distance between each item and the centroid of 

cluster and Assign each item to the cluster that has the closest 

centroid 

6. Recalculate positions of K centroids for each cluster when all 

items have been assigned into clusters.   

7. Repeat steps five and six to adjust the cluster center and the degree 

of membership for each item as no centroids move longer or no item 

changes its cluster membership 

8. Return the clusters of items while items within the same cluster 

have a high degree of similarity 

 

It must be noted that most clustering methods assume that 

all attributes or variables are equally important for computing 

the similarity between objects. Such assumption is not true 

since attributes influence the efficiency of clustering: while 

some of these attributes may adversely affect the clustering 

process or have no impact on the model, others may be 

relevant for determining the structure of the problem. However, 

the irrelevant, noisy features and number of clusters influence 

the efficiency of the clustering algorithms. Therefore, a 

normalization and feature scaling needed before clustering and 

then, we perform k-means clustering on each of item’s features 

individually for K clusters with ranges from 2 to 10 to take the 

features and number of clusters which providing a more 

efficient clustering process. The clustering performance 

metric named ‘silhouette’ is employed to evaluate the 

accuracy and efficiency of clusters. As a consequence, we 

have a curve of clustering result for each of features. Then, we 
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are able to see which subset of features and number of clusters 

provides the best performance. We conclude that our model 

exhibits best clustering results when the number of K is equal 

to 4 and items are grouped into 4 clusters, as shown in Table 

2. 

 

Table 2. Sample of 15 items grouped into 4 clusters 

 
Cluster No. Cluster Set of items 

Cluster 1 {Item1, Item4, Item12} 

Cluster 2 {Item2, Item5, Item10, Item15} 

Cluster 3 {Item3, Item6, Item8, Item14} 

Cluster 4 {Item7, Item11, Item13, Item9} 

 

Pseudo-code of clustering part is as following: 

 

Algorithm: k-means. The k-means algorithm for 

partitioning, where each cluster’s center is represented by 

the mean value of the objects in the cluster. 

Input:  

⬧ k: the number of clusters, 

⬧ D: a data set containing n objects. 

Output: A set of k clusters. 

Method:  

(1) arbitrarily choose k objects from D as the initial cluster 

centers; 

(2) repeat 

(3) (re)assingn each object to the cluster to which the 

object is the most similar, based on the mean value of 

the objects in the cluster; 

(4) update the cluster means, that is, calculate the mean 

value of the objects for each cluster; 

(5) until no change; 

 

3.1.2 User-based via fuzzy clustering algorithm 

The description on the application of fuzzy c-means in our 

model will be given in this sub-section. Output of Phase 1 

(Clustering made based on item’s features) which is the item 

clusters work as the input for fuzzy c-means in our model. To 

improve the similarity measure, we have applied the 

advantages of the adopting fuzzy logic onto user modeling. 

Fuzzy C-means is a clustering method in which an object is 

assigned to two or more clusters with different membership 

degree while K-means clustering groups a set of objects within 

a specified number k of clusters. Thus, objects at the same 

cluster have a high degree of similarity. 

Fuzzy C-means attempts to find a group for input data X = 

{x1, x2, ..., xN}, where N shows number of data in X, xj € Rp, p 

denotes number of features in each vector xj. Fuzzy C-means 

able to minimize the cost function while clustering X into C 

prototypes [13]: 

 

𝐽𝑚(𝐴, 𝑉) = ∑ ∑(𝑎𝑖𝑗)𝑚

𝑁

𝑗=1

𝑐

𝑖=1
𝐷𝑖𝑗  (4) 

 

where, Dij is the distance measure between xj and vi, m is the 

fuzzification parameter in defuzzification method, 

V={v1,v2, ..., vC} is the cluster prototype matrix, 𝐴 =
[𝑎𝑖𝑗]𝑐∗𝑁 is the fuzzy partition matrix and aij € [0,1] is the 

membership coefficient of jth object in the ith cluster. 

In order to simplify the similarity calculation between users 

and to reduce data dimensionality, our recommendation model 

employs fuzzy C-means. Assume there are 15 items in dataset, 

and users have shown the interactions on these 15 items (by 

giving ratings or selecting items). In the first step, every item 

is grouped into 4 clusters on the basis of item’s features. Now, 

Fuzzy C-means finds the membership degrees for each user 

assigned to 4 clusters as shown in Figure 2. This phase 

provides a partition of users according to their interactions 

with items grouped in clusters. The output is the assignment of 

various users in 4 clusters. As result of fuzzy C-means, a 

membership degree of a user to the four clusters is calculated. 

Sum of all the membership degrees of each user is equal to 1. 

Figure 2 illustrates the membership degree of each user to each 

cluster. 

 

 
 

Figure 2. Assigning users to 4 clusters with different 

membership degrees using Fuzzy C-means 

 

After assigning every user to 4 clusters with different 

membership degrees, the neighbour users will be then defined 

with computing the similarity measure between two users. We 

apply a “defuzzification” method for defining similar users or 

neighbour users in the prediction step. Assume the 

membership degrees of user u for k=4 are (0.7, 0.2, 0.1, 0). We 

select similar N users as neighbors of user u that has the 

highest grade of membership at each 4 clusters with keeping 

into account relatively of membership degree of user u to 

clusters. For example, we consider top-1 user from cluster 3 

and top-2 users from cluster 2 and top-7 users from cluster 1. 

In fact, similar users are evaluated in a proportional way with 

keeping into account n1 users, that have the highest 

membership degree at cluster 1, n2 users, which have the 

highest membership degree at cluster 2, and so on. An 

advantage of extracting such similar users is that active users 

who show more actions in the prediction process. In addition, 

we combine the results of fuzzy c-means in the Jaccard 

similarity metric as a measure of similarity between two users 

to provide better recommendation results than traditional 

metrics in CF. Our motivation and foundations in designing a 

new similarity measure can be found in the following equation: 

 

𝑊𝑢𝑣 =
|Iu  ∩ I𝑣|

|Iu  ∪ I𝑣|
 ∗ (1 − ( ∑ |𝑢𝑘 − 𝑣𝑘|

 𝑛=Cluster No.

𝑘=1

)) (5) 

 

The similarity weight 𝑊𝑢𝑣 ∈ [−1, 1]  measures 

dependencies between preferences of user u and user v. Where 

𝐼𝑢  and 𝐼𝑣  are the set of items seen by user u and user v, 

respectively. Also 𝑢𝑘 and 𝑣𝑘 are membership degrees of user 

u and user v of cluster k. Then, this similarity weight is used 

to contribute to the prediction process. The predicting 

preference of user u on item (i) is expressed by following 
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equation: 
 

𝑝𝑟𝑒𝑑𝑢𝑖 =  𝑟𝑢̅̅ ̅ +
 ∑ (𝑟𝑣𝑖 − 𝑟�̅�) × 𝑊𝑢𝑣

𝑘
𝑣=1  

∑ |𝑊𝑢𝑣|𝑘
𝑣=1

 (6) 

 

where, k stands for users in neighborhood of user u, 𝑟𝑢 is the 

average rating given to items by user u and 𝑊𝑢𝑣  is our 

similarity function between user u and user v. Finally, our 

algorithm predicts ratings for unseen items by the user u and 

selects the Top-N items to recommend.  

Compared to traditional similarity metrics in CF, our 

proposed metric has several advantages. The proposed 

similarity metric not only provides better recommendation 

results than traditional metrics, it also decreases the 

computation times necessary in calculating the similarity 

between users due to the search on similar users in small 

groups. In addition, our proposed metric involves the weight 

given to similar items and number of similar items seen by two 

users to compute the most similar k users. Experimental results 

in Section 4 will show the effectiveness of the proposed 

recommender system in comparison with the other existing 

recommendation methods. 

 

3.2 Experimental evaluation methodology 

 

3.2.1 Datasets and experimental setup 

We propose an innovative and efficient method to find 

neighbor users by employing K-means and fuzzy C-means. In 

order to evaluate the performance of our algorithm, we have 

used MovieLens and LastFM datasets in the experiment. 

MovieLens dataset was made up of data captured from film 

recommendation website which contained 1 million ratings for 

3900 movies by 6040 users. The ratings were on the scale of 1 

(bad film) to 5 (excellent). Movielens dataset was extremely 

sparse and the sparsity level of this matrix was 95.8% and it 

was calculated as in the following equation: 
 

sparsity measure

= 1 −
total number of existing users’ ratings

total number of users ∗  total number of items
 

(7) 

 

Moreover, we have used another dataset namely Last.fm 

which captures music listening information. This dataset 

contains 92,834 music listened by 1892 users. This dataset 

provides a listening count for each user and can be linked to 

data in other music recommendation datasets such as million 

song dataset (MSD) (https://labrosa.ee.columbia.edu/millionsong/) 

for music features and play count records of music by users. 

So we have utilized MSD to extract the audio features and 

metadata about music for groping similar items. To find out 

scale ratings that ranged from 1 to 5, we computed a listening 

count for a particular [user, music] pair relative to maximum 

number of listening counts in his profile. Hence, a listing count 

for a particular [user, music] pair located in the 80-100% range 

of user’s profile receives a rating of 5. The music with a 

listening count between the 60-80% percentiles were coded to 

a rating of 4 and listening count that appeared between the 40-

60% percentiles were mapped to a rating of 3, and so on.  

The datasets were randomly divided into a training set, 

which included the 80–95% of the ratings per user and a 

testing set (the remaining ratings). Starting from the training 

set recommendation algorithms that predicted unknown rating, 

the testing set was used to evaluate the accuracy of the 

predictions. MovieLens and LastFM datasets are the largest 

and benchmark datasets which are used frequently in the field 

of recommender systems to test recommendation algorithms. 

Hence, we were able to compare the efficiency and prediction 

accuracy of our algorithm with some of the state of art 

algorithms. Our algorithm was implemented in Python and run 

on a machine with 4 GB of RAM and 3.1 GHz CPU. 

 

3.2.2 Evaluation metrics 

To evaluate the performance and quality of a recommender 

system, various evaluation metrics were divided into two 

categories (statistical accuracy metrics and decision-support 

metrics) and they were calculated. A detailed description of 

using the evaluation metrics for recommender systems can be 

found in our previous work [9, 28-30]. The type of evaluation 

metrics adopted depends on the result of recommendation 

algorithm and type of application. In this research, we used 

Mean Absolute Error (MAE) and Root Mean Squared Error 

(RMSE) which are commonly applied in the evaluation of 

recommendation performance. These metrics measure the 

extent a recommendation system can predict an exact rating 

value for a specific item. Both metrics compute the absolute 

errors between the predicted ratings provided by a 

recommender system and actual ratings and they are computed 

as in the following equation: 

 

MAE =
∑ |𝑝𝑖(𝑢) − 𝑟𝑖(𝑢)|𝑁

𝑖=1

N
 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑝𝑖(𝑢) − 𝑟𝑖(𝑢))2

𝑁

𝑖=1

 

(8) 

 

where, N is the total numbers of ratings provided by users in 

the test set, Pi (u) is predicted rating provided by for user u on 

item i and ri (u) is the actual rating. The lower scores of RMSE 

and MAE indicate the better predictions and higher accuracy. 

Moreover, we used coverage, which describes the percentage 

of user-item pairs that a recommendation algorithm is able to 

provide prediction for [26, 28]. 

 

3.2.3 Experimental methodology 

In our experiment, we used a pre-processing method that 

has been extensively used in many research works [12, 13, 30-

32]. In this method, the datasets are randomly divided into 

training and testing set, which were 80% of the ratings per user 

as training set and the remaining ratings (20%) as the test set. 

The training set was used for the training of our algorithm and 

predicting the unknown ratings, while the testing set was 

utilized to evaluate the accuracy of ratings predicted. Each 

user in our dataset rated at least 5 music or movies. 

 

 

4. RESULTS AND DISCUSSION  

 

In this section, the results of the comparison amongst the 

performance of our algorithm with K-Means Collaborative 

Filtering (KMCF), IFCCF algorithm proposed by Yera et al. 

[15], Centroid selection algorithm proposed by Cheng and 

Wang [13], SOM-cluster, K-means-cuckoo algorithm 

proposed by Yera et al. [14] and Soft K-indicators Alternative 

Projection (SKAP) algorithm proposed by Li et al. [1] are 

presented. The results are benchmarked with aforementioned 

algorithms in terms of MAE in recommendation, and 

recommendation coverage by means of two benchmark 

datasets: LastFM and Movielens. 
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4.1 Comparative evaluation in terms of MAE metrics 

 

The aim of this sub-section is to provide the results of the 

analysis conducted on the performance by comparing the 

MAE results offered by K-Means Collaborative Filtering 

(KMCF), IFCCF, Centroid selection, SOM-cluster, SKAP and 

Kmeans-cuckoo algorithms. To compare the performance of 

the aforementioned algorithms, we measure MAE and we 

present the results computed for MAE of each algorithms in 

Figure 3 and Figure 4. 

Figure 3 depicts the detailed results on Movielens dataset. 

The results show that the MAE of our algorithm and SKAP 

proposed by Li et al. [1] outperforms all algorithms, whereas 

K-means-cuckoo algorithm comes in second. These prove that 

Centroid selection and SOM-cluster have the same behaviors 

as MAE value at 0.75 and KMCF [13] at 0.82 worse than other 

algorithms. The results over lastFM dataset in Figure 4 show 

that our algorithm performs the best. Moreover, it can be seen 

that all algorithms generate better results than KMCF, while 

behavior of Centroid selection algorithm, SOM-cluster, 

IFCCF and Kmeans-cuckoo algorithms has been relatively 

stable with MEA values of 0.37, 0.36 and 0.35 respectively. 

 

  
 

Figure 3. Performance of the seven different algorithms by 

measuring MAE on Movielens dataset 

 

  
 

Figure 4. Performance of the six different algorithms by 

measuring MAE on LastFM dataset 

 

Therefore, the proposed recommendation model has proven 

the enhancement of recommendations by employing an item 

clustering method in the first step and a fuzzy C-means method 

in the second step in order to provide different degrees of 

membership for every user that belongs to different clusters. 

Then, predictions on unseen items were done based on 

calculating fuzzy similarity degree between users in the third 

step. This improvement resulted in proposed algorithm due to 

its major advantage on achievements of lesser computational 

complexity of the search of the similar users within the clusters 

of items that have a high degree of similarity. Our algorithm 

has successfully reduced the sparsity and cold start problem in 

CF with grouping the similar items into same cluster and then, 

computing the similar behavioral patterns among users. 

4.2 Comparative evaluation in terms of RMSE and 

recommendation coverage 
 

To further validate our algorithm, we have compared it with 

KMCF, IFCCF, and SOM-cluster algorithms in terms of 

RMSE, recommendation coverage and time needed for 

suggestions to be computed. We compared aforementioned 

algorithms with benchmark dataset called Movielens. We did 

not select the LastFM dataset for this analysis due to the lack 

of RMSE values offered by aforementioned algorithms on 

LastFM dataset. Comparable performance of algorithms is 

shown in Table 3. It is clear that there is statistical difference 

between different algorithms when Movielens dataset at 

varying training size is adopted. Table 3 refers to the average 

RMSE at varying a set of neighbors of users and the average 

coverage of 5 different runs (in each run, the ratings per user 

are randomly selected in training set). 

As shown in Table 3, the tests applied to MovieLens have 

proven that our algorithm provides better results than other 

algorithms in all of the cases. Our algorithm has shown the 

high coverage without a negative effect on the quality of 

recommendation while requiring lesser computational time. If 

we compare KMCF (user-based) with SOM-cluster algorithm, 

KMCF provides more suggestions to users within a shorter 

time, but the recommendation accuracy decreases. This is 

because SOM-cluster defines a mapping from a higher-

dimensional input space to a lower dimensional map space 

which in this case reduces the number of neighbors considered 

in order to make a recommendation. We can notice that IFCCF 

algorithm outperforms KMCF in a sparse dataset even if 

recommendations to users need more computational time. 
 

Table 3. Recommendation performance of five algorithms on 

Movielens dataset 
 

Algorithms RMSE Coverage Time (s) 

KMCF (item-based) 1.42 95.11 160.94 

IFCCF 1.01 95.11 2557.02 

KMCF (user-based) 1.03 100 173.38 

SOM-cluster 0.95 97 181.45 

Proposed algorithm 0.91 100 157.42 

 

 
 

Figure 5. Performance comparisons of four algorithms by 

measuring RMSE on Movielens dataset 
 

The comparison graphs of RMSE values are presented in 

Figure 5. In Figure 5, the quality of recommendation of all 

algorithms decreases when the number of neighbors increases. 

As seen in the values of RMSE, our algorithm outperforms the 

best with respect to the comparison with KMCF, IFCCF, and 

SOM-cluster algorithms, when MovieLens dataset was taken 

into account. Figure 5 shows the behavior of our algorithm is 

very close to SKAP algorithm because this algorithm also 

integrates the item type information into recommender 

systems. 
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5. CONCLUSIONS 

 

To overcome the problems of CF and clustering algorithms, 

we have combined K-means clustering to group similar items 

and fuzzy C-means to find similar users. Instead of using users' 

rating, the interest pattern which is similar among users is 

computed. Several research works have provided us with the 

proof that single algorithm is not able to overcome the 

disadvantages of CF and improve the accuracy of 

recommendations made. Hence, we have proposed an 

algorithm to improve the performance of recommendations. 

Our algorithm is proposed by employing K-means clustering 

to reduce the size of data and the computational time; and by 

using the membership degree of users to different clusters by 

means of fuzzy C-means in a similarity metric to calculate the 

similarity between users. By doing this, we are proposing an 

innovative and efficient similarity measurement to find 

neighbor users and provide more suggestions to users.  

The importance of our similarity measurement is the 

combination of the numerical similarity information between 

the two users and non-numerical information of similarity 

between them. The findings have shown that how our 

algorithm increases the recommendation coverage without 

negatively affecting the recommendation quality. We have 

compared the proposed algorithm with state-of the-art 

recommendation algorithms on two benchmark datasets: 

MovieLens and LastFM datasets to prove the increased 

recommendation accuracy. The results have demonstrated that 

our algorithm achieves the better performance when compared 

to other recommendation algorithms in terms of MAE, RMSE 

and recommendation coverage. This improvement is due to its 

major advantage on achievements of lesser computational 

complexity of the search of the similar users within the clusters 

of items that have a high degree of similarity. In addition, our 

algorithm reduces the sparsity and cold start problem in CF by 

grouping the similar items into same cluster and then, 

computing the similar behavioral patterns between users. For 

future work, we intent to develop a statistical method to 

overcome the limitations of k-means algorithm in predefining 

k number of clusters and initial centroid selection. Hereby, the 

better initial centroid selection and computing the value of k 

will improve the quality of clusters which provide better 

recommendation. 
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