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In image processing, using compression is very important in various applications, especially 

those using data quantities in transmission and storing. This importance becomes most 

required with the evolution of image quantities and the big data systems explosion. The 

image compression allows reducing the required binary volume of image data by encoding 

the image for transmission goal or database saving. The principal problem with image 

compression when reducing its size is the degradation that enters the image. This 

degradation can affect the quality of use of the compressed image. To evaluate and qualify 

this quality, we investigate the use of textural combined image quality metrics (TCQ) based 

on the fusion of full reference structural, textural, and edge evaluation metrics. To optimize 

this metric, we use the Monte Carlo optimization method. This approach allows us to qualify 

our compressed images and propose the best metric that evaluates compressed images 

according to several textural quality aspects. 
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1. INTRODUCTION

In any imaging system, that uses storage or transmission, 

the compression process becomes an indispensable tool to 

reduce the required binary capacity to store and transmit these 

images. The importance of compression algorithms on the 

compression rates and processing times presents a significant 

challenge, especially with the increase in day-to-day big data 

concepts [1]. The compression process role represents an 

image using a few bits, which increases the compression ratio 

while keeping an acceptable quality of the image [2]. Unless 

the JPEG standards that use the discrete cosine transform and 

the JPEG2000 operate with the wavelet transform, most 

techniques proposed in the literature attempt to present and use 

other combinations of algorithms to optimize and minimize 

compression-induced degradation by having high 

compression ratios. Most of these techniques use Wavelet 

transforms of one kind or another [3, 4]. The compression 

algorithms that reduce the image size induce a modification 

and a distortion in the present data in these images. This 

process generates a degradation of the textural image quality, 

making them unusable [5]. 

To perform these algorithms and proceed to an evaluation 

of the obtained quality in compressed images, two approaches 

are usable; subjective methods and objective methods [6]. In 

the subjective context that involves the human observer for 

assigning a note to a degraded image, several measures are 

developed. These measurements respect especially the 

recommendations of the ISO 3664-2000 standard by the 

International Organization for Standardization, specifying the 

viewing conditions for images and the ITU-BT.500-13 

standard, normalized by the International Telecommunication 

Union, that provides methodologies for the assessment of 

image quality including general methods of test, the grading 

scales, and the viewing conditions. 

In the context of objective methods, scientists have 

developed numerical image quality assessment (IQA) methods 

to qualify various image-processing applications such as 

image compression methods. According to the use of a 

reference image, the most used objective quality indices are 

called full reference methods (FR-IQA) because these 

techniques use the total original image as a reference to 

compare modification in the compressed image [7]. Resumed 

from extensive literature sources, hundreds of full-reference 

image quality assessment, we can categorize the most 

proposed techniques into seven groups depending on how 

images are compared [8, 9]: 

 Pixel difference-based measures exploiting direct 

features from the pixels of compared images such as energy 

difference or mean square distortion;  

 Correlation-based measures using a structural correlation 

of pixels or the vector angular directions;  

 The human visual system (HVS) based on human eye 

model measures conforms to HVS-weighted criteria functions 

like contrast, color, brightness, and frequency changes. 

 Spectral distance-based measures with a transform 

analysis in the frequency domain, or spatio-frequently domain; 

 Context-based measures based on various functions of 

the multidimensional context probability;  

 Texture-based measures by analyzing the degradation of 

the textural composition of images and their consistency 

across direction and resolution levels;  

 Edge-based measures that evaluate the preservation of the 

edge and contour components in images, across resolution 

levels and edge models.  

We can note that each metric presented in the literature 

tends to respond specifically to certain distortion types. To 
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scan and evaluate all distortion types in a single process, some 

authors proposed a new idea that combines several metrics into 

an optimized one [10, 11]. So complementary to the seven 

groups cited above, we can add another category of measures 

that fusion some elementary quality metrics to produce a new 

combined parameter that evaluates the image quality over 

different ways at one time. The most used examples and the 

basic concept are discussed in the next sections of this paper. 

This work proposes another combined image quality that 

uses three image evaluation concepts; structural, textural, and 

edge analyses. To find the best form of image quality 

evaluation, we will try to optimize this combination and 

calculate the best weights combination by exploiting the 

Monte Carlo optimization method. For this aim, we organize 

this paper into three parts. The first one, resume some works 

that use the same concept for the combined metrics. In the 

second part, we present our methodology proposing three 

ways combined metrics and their optimization by the Monte 

Carlo method. Finally, in the simulation results part, we 

discuss obtained results in evaluating some chosen images to 

qualify their quality. 

2. RELATED WORKS

The first idea that uses a combined approach in the quality 

evaluation was used in the SSIM parameter [12]. It combined 

three separate comparison functions; luminance, contrast, and 

structure, using a weighted multiplicative combination of 

located parameters. Another work uses the same concept to 

present a variant of the SSIM called IWSSIM [13] based on 

the Minkowski summation combination of local 

quality/distortion measurements. Using the same idea, 

Ishiyama et al. proposed a genetic algorithm optimization of 

the combination of a modified MS-SSIM index using a power 

weighted summation [14]. Another concept used the fusion of 

image quality metrics using the canonical correlation analysis 

(CCA) to present a new image quality by a decision fusion-

based approach with VIF, SSIM, VSNR, and PSNR [15]. 

The successful attempt using a full real combined metrics is 

the idea named CQM and presented by Okarma [10], where 

the proposed combination uses three metrics MS-SSIM, VIF, 

and R-SVD. Another modified version of the combined metric, 

based on the VIF and two similarity-based image quality 

metrics (MS-SSIM and FSIM), has been proposed in another 

work [16] and named Combined Image Similarity Metric 

(CISI). In 2013, Okarma defined and used an Extended Hybrid 

Image Similarity (EHIS) combined metric combining the MS-

SSIM, VIF, WFSIM, and RFSIM [17]. Isono and Shimamura 

[18] presented an exponentiated combination of two image

quality assessment scores using PSNR and VGS. There are

also some proposed variants of the combined metrics (CM)

using two, three, and four possible combinations of quality

indices [19].

Lukin et al. [20] proposed combining full-reference image 

visual quality metrics by neural network using FSIMc, PSNR-

HMA, PSNR-HVS, SFF, SR-SIM, and VIF. In 2016, Oszust 

proposed the additive multi-metrics combination using four 

IQA measures, namely Linearly Combined Similarity 

Measures (LCSIM) [21] and the Evolutionary based Similarity 

Measures or ESIM [22]. In the same context, we have 

mentioned the work presented by Ieremeiev et al., which gives 

various combined full-reference image visual quality metrics 

called (MCOM) [11] and robust linearized combined metrics 

of visual image quality presenting some optimized examples 

[23]. Merzougui and Djerou use a genetic algorithm to propose 

a multi-metric fusion quality index named Multi-measures 

Fusion based on Multi-Objective Genetic Programming 

MFMOG [24]. In another paper [25], the authors combined the 

MAD index with the other two indices, MS-SSIM and FSIM, 

by applying the particle swarm optimization (PSO) algorithm. 

All these development of combined full-reference quality 

measures exploited different combination strategies. The main 

objective of these approaches is to present good evaluation 

results. Still, the main concern is to find a combination that 

evaluation in practice all distortions present in image 

processing. 

These works proposed methods to find the best quality 

combination coefficients and determine the weighting 

coefficients' optimal values. In some works [10, 14], the 

proposed approach uses an experimental computation to find 

the best correlation scores. Others [21, 22, 24] have opted for 

the genetic algorithm-based approach for optimizing the 

correlation scores. On the other hand, Lukin et al. [20] and 

Jiang et al. [26] used a neural network approach. In terms of 

optimized methods, Liu et al. compared the use of the 

sequential forward method selection (SFMS) and the most 

significant index ranking difference (BIRD) methods to 

optimize the multi-metric fusion [27].  

To transform this idea into a mathematically valid problem, 

we define a cost function relating to the performance criteria 

of quality, as being a minimization goal. As a statistical 

approach, we deal with the problem of determining the optimal 

variables capable of maximizing or minimizing the 

performance function associated with a certain probability 

distribution. The Monte Carlo optimization method is one of 

the most methods that have been developed to overcome the 

multiple-minima problem [28, 29]. 

3. PROPOSAL OF COMBINED METRIC

3.1 Metric fusion concept 

The objective of combined metric IQA is to produce 

objective scores consistent with human ones and provide 

better results to contribute to the multi-measure approach. 

Several ways and concepts combining image quality metrics 

have been proposed presenting different models in metrics 

combination [10, 11, 21]. These models use mathematic 

functions approach, rules decision techniques, clustering, 

neural networks, or other learning techniques. With the 

mathematic model, there are two forms for this combination:  

The weighted additive approach that takes the global 

measure as an average of all used Qi metrics using a weighted 

sum like in Eq. (1): 

𝑄 = ∑ 𝑝𝑖 . 𝑄𝑖

𝑛

𝑖=1

= 𝑝1 . 𝑄1 + 𝑝2. 𝑄2 + ⋯ + 𝑝𝑛 . 𝑄𝑛 (1) 

The weighted multiplicative approach that calculates the 

multiplication of different Qi metrics of which is associated 

with a combined weight, Eq. (2): 

𝑄 = ∏ 𝑄𝑖
𝑝𝑖

𝑛

𝑖=1

= 𝑄1
𝑝1 × 𝑄2

𝑝2 × … × 𝑄𝑛
𝑝𝑛 (2) 
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where, 𝑝 = {𝑝1, 𝑝2, 𝑝3, … , 𝑝𝑛}  is the vector of weights

combination that is optimized to have a better form of 

combination and 𝑄𝑖 .represents the quality metrics.

In our study, we focus the choice a combined three ways to 

evaluate the quality in the compressed images; (1) the 

structural-based evaluation with the (MS-SSIM) metric, (2) the 

textural-based evaluation using an image texture quality 

metric (ITQ), and (3) the edge-based quality evaluation by 

exploiting an edge image quality metric (EdgeIQA). 

The most important quality metric in image quality 

assessment that evaluates the structural quality is the 

Multiscale Structural Similarity (MS-SSIM) proposed by 

Wang et al. [30]. This metric is an ameliorate case of the SSIM 

exploiting the brightness, contrast, and structure. Based on 

SSIM, it repeats iteratively repeated to M scales by applying a 

low-pass filter and a down-sampling by a factor of 2. This 

metric is presented by the following formula [30]: 

𝑀𝑆 − 𝑆𝑆𝐼𝑀(𝑋0, 𝑋𝑐) =
1

𝑀
∑ 𝑆𝑆𝐼𝑀(𝑋0

(𝑘)
, 𝑋𝑐

(𝑘)
)

𝑀

𝑘=1

(3) 

With 𝑋0
(𝑘)

 and 𝑋𝑐
(𝑘)

 are respectively the original and the

compressed images in a considered (𝑘) scale. 

The SSIM parameter is a single scale similarity index 

calculated by a combined comparison of the properties of 

brightness, contrast, and structure information between pair of 

vectors x and y of compared images: 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) = 𝑙(𝑥, 𝑦) × 𝑐(𝑥, 𝑦) × 𝑠(𝑥, 𝑦) (4) 

In a second way, and to understand the compressed image 

textural quality, we use a proposed image quality that uses the 

Gray Level Co-Occurrence Matrix (GLCM) textural features 

[31]. This parameter estimates properties of images relating to 

second-order statistics measuring the probability of 

appearance of pairs of pixel values located at a distance in the 

image using Contrast, Correlation, Energy, Entropy, and 

Homogeneity. The following equation defines the final image 

texture quality (ITQ) for five features with the feature index 

𝑖 = {𝐶𝑜𝑛𝑡, 𝐶𝑜𝑟𝑟, 𝐸𝑛𝑒𝑟, 𝐻𝑜𝑚𝑜, 𝐸𝑛𝑡𝑟}: 

𝐼𝑇𝑄 = ∑ 𝑎𝑖 × 𝐼𝑇𝑄𝐹(𝑖)

𝑖

(5) 

With ∑ 𝑎𝑖𝑖 = 1  and the value of the 𝐼𝑇𝑄𝐹(𝑖)  parameter

calculates the feature quality by: 

𝐼𝑇𝑄𝐹(𝑖) = 1 −
|𝐹(𝑖)𝑋0

− 𝐹(𝑖)𝑋𝑐
|

𝐹(𝑖)𝑋0

(6) 

where, 𝐹(𝑖)𝑋0
 represents the 𝑖𝑡ℎ  textural feature for the

original image and 𝐹(𝑖)𝑋𝑐
 for the compressed image.

In a third way and to improve the compression algorithm's 

efficiency, we evaluate the edge degradation in a compressed 

image by using another proposed texture-based quality. This 

parameter compares the obtained binary edge images 𝐸𝑜𝑟𝑔
(𝑡ℎ)

and 𝐸𝑐𝑜𝑚𝑝
(𝑡ℎ)

 corresponding respectively to the original and 

compressed images. These edges are determined by a Canny 

detection technique [32] with an optimal calculation of the 

threshold by the grayscale histogram of the image's gradient 

[33]. 

This quality calculate the normalized common edges 

between 𝐸𝑜𝑟𝑔
(𝑡ℎ)

and 𝐸𝑐𝑜𝑚𝑝
(𝑡ℎ)

 with the following formula using the 

sum of the edge points preserved in the compressed image 

compared to the edge points in the original image: 

𝐸𝑑𝑔𝑒𝐼𝑄𝐴 =
∑(𝐸𝑐𝑜𝑚𝑝  ∩  𝐸𝑜𝑟𝑔)

∑ 𝐸𝑜𝑟𝑔

(7) 

With these selected indices and conform to the combination 

concepts, we propose a combined metric by mathematical Eq. 

(1) applied on images chosen as shown in the next section.

With this model, our proposed textural combined quality form

is in the following equation:

𝑇𝐶𝑄 = 𝛼 × 𝑀𝑆_𝑆𝑆𝐼𝑀 + 𝛽 × 𝐼𝑇𝑄 + 𝛾 × 𝐸𝑑𝑔𝑒𝐼𝑄𝐴 (8) 

With 𝛼 , 𝛽  and 𝛾 < 1  are weighted coefficients for the 

summed combination and as a condition 𝛼 + 𝛽 + 𝛾 = 1. 

According to the previous formulas, we obtain the 

combined quality scores that should return quality scores that 

are consistent with the human subjective evaluation and 

evaluate image quality in structural similarity, textural 

evaluation, and edge conservation. To find the best 

combination weights, we consider this problem as an 

optimization approach allowing us to find the weights 

coefficients to give the best correlation between the calculated 

objective scores and subjective scores. We use specific 

benchmark database images that contain reference images and 

some corresponding distorted equivalents with subjective 

human scores provided by mean opinion scores values (MOS 

or DMOS), according to the recommendation of the ITU 

Video Quality Experts Group (VQEG) [34]. These scores are 

calculated after a non-linear mapping between the vector of 

objective scores �̂� , and MOS or DMOS, denoted by 𝑆 

representing the subjective scores. 

To do this, the Root Mean Square Error (RMSE) between 

the objective and subjective vectors is calculated by the 

following formula: 

𝑅𝑀𝑆𝐸(�̂�𝑚 , 𝑆) = √(�̂�𝑚 − 𝑆)
𝑇

(�̂�𝑚 − 𝑆)

𝑚
(9) 

With �̂�𝑚 is the non-linearly mapped �̂�. 

Considering 𝑑𝑖 is the difference between the 𝑖𝑡ℎ image in �̂� 

and 𝑆 , in a total number of 𝑚  images, the Spearman rank-

order correlation coefficient (SROOC) is a normalized 

coefficient [-1,1], defined as: 

𝑆𝑅𝑂𝑂𝐶(�̂�, 𝑆) = 1 −
6 ∑ 𝑑𝑖

2𝑁
𝑖=1

𝑚(𝑚2 − 1)
(10) 

The other used coefficient called Kendall’s rank correlation 

coefficient (KRCC) [-1,1], is defined as: 

𝐾𝑅𝐶𝐶(�̂�, 𝑆) =
𝑛𝑐 − 𝑛𝑑

(𝑛 − 1) ×
𝑛
2

 (11) 

With 𝑛𝑐  and 𝑛𝑑  represent respectively the number of

concordant and discordant pairs of the 𝑛 observations between 

the �̂� and 𝑆 vectors. 
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Table 1. The used public IQA databases in this study 

 
Dataset Year Ref. images Test images Res. Dist. Types Dist. levels 

TID2008 2008 25 1700 512×384 17 4 

CSIQ 2010 30 866 512×512 6 4-5 

TID2013 2013 25 3000 512×384 24 5 

KADID-10k 2019 81 10,125 512×384 25 5 

All Dataset / 161 15,691 / 6-25 4-5 

 

Besides, another normalized coefficient called Pearson 

linear correlation coefficient (PLCC) values is as: 

 

𝑃𝐿𝐶𝐶(�̂�𝑚 , 𝑆) =
�̂�̅

𝑚
𝑇  𝑆̅

√�̂�̅
𝑚
𝑇  �̂�̅

𝑚 𝑆̅𝑇 𝑆̅

 
(12) 

 

However, we note that the basic problem concerns the 

optimization approach by finding the best combination 

coefficients (in our case 𝛼 , 𝛽, and 𝛾), The objective of the 

optimization algorithms is to find the best weights 

combination able to minimize the RMSE and maximize the 

SROOC, the KRCC, and the PLCC correlation values. Some 

studies compared the evaluation of the efficacy of correlation 

methods PLCC, SROOC, and KRCC. Based on these works, 

we choose the use of the Pearson linear correlation coefficient 

(PLCC) as the best approach for the optimization problem [35-

37]. 

 

3.2 Our optimized fusion model 

 

In our optimization case, we opt for two computation 

approaches. The first one uses an experimental approach by 

recursive calculation of all possible coefficient combinations 

and find the optimal weighting values for the quality 

correlation factor. Each coefficient is varied from 0 to 1 with 

a step equal to 0.01, to take all possible combinations 

satisfying the condition 𝛼 + 𝛽 + 𝛾 = 1. With this recursive 

method, we can calculate the values of 𝑇𝐶𝑄𝐵𝐹  corresponding 

to Eq. (8). This technique, called the brute force method, 

presents a critical problem that scales exponentially with the 

number of scores. 

Our second case uses the Monte Carlo (MC) optimization 

method [28, 29] with an oriented approach to finding the best 

weight coefficients. This method approximates the weighted 

fusion of the quality by considering the problem as follows: 

 

max
𝛼,𝛽,𝛾

𝑃𝐿𝐶𝐶(�̂�𝑚 , 𝑆)    (13) 

 

With the oriented constraint conditions expressed as:  
 

{
𝛼 + 𝛽 + 𝛾 = 1
𝛼, 𝛽, 𝛾 < 1       

 (14) 

 

The basic concept of this algorithm, as shown in Figure 1, 

is generating random vectors 𝛼 and 𝛽 in a considered interval 

and calculate the 𝛾 value conforming to Eq. (12). The next step 

is the calculation of the objective quality values using vectors 
(𝛼, 𝛽, 𝛾)  and determining the correlation vector between 

subjective and objective qualities. Finally, we determinate the 

weight coefficients that satisfy the maximum of the PLCC 

correlation. To enable calculus of the weight coefficients, we 

propose the use of four benchmark IQA databases, Table 1; 

Categorical Subjective Image Quality database (CSIQ) [38], 

Tampere Image Database 2008 and 2013 (TID2008) [39], 

(TID2013) [40], and the Konstanz Artificially Distorted 

Image quality Database (KADID-10k) [41]. 

The TID2008 database that contains 1700 distorted images 

generated from 25 reference images, with 4 level distortions 

from 17 distortion types [39]. In the TID2013 database, an 

ameliorate version of TID2008, containing 24 distortion types 

to produce 3000 test images from 25 reference images [40]. 

The CSIQ database with a total of 866 distorted images 

compared to 30 reference ones generated by 6 distortion types 

[38]. Finally, the KADID-10k database contains 10125 test 

images generated from 81 reference images, within a total of 

25 types of distortions, grouped into 8 distortions classes, 

namely blurs, compression, noise-related, brightness changes, 

spatial distortions, sharpness, and contrast [41]. 

 

 
 

Figure 1. The Monte Carlo optimization algorithm 

 

 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

 

As a first proposition, we can opt for the choice of a mean 

combination by the use of weights 𝛼 = 𝛽 = 𝛾 = 1/3  to 

calculate the 𝑇𝐶𝑄𝑀𝑁  quality. When using the brute force 

algorithms, we find the best correlation with 𝛼 = 0.13, 𝛽 =
0.10 and 𝛾 = 0.77. Finally and when we use the Monte Carlo 

optimization with N=50000 points, the optimal weight 

coefficients are 𝛼 = 0.45 , 𝛽 = 0.15  and 𝛾 = 0.4 . Table 2 

shows the obtained coefficients 𝛼, 𝛽, and 𝛾.  
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The following Table 3 presents the results of our proposed 

metric's efficiency compared to some classical image quality 

metrics presenting acceptable results. We observe clearly the 

acceptable correlation with the combined metric 𝑇𝐶𝑄𝑂𝑃𝑇 , 

calculated by Monte Carlo method, compared to 𝑇𝐶𝑄𝑀𝑁 and 

𝑇𝐶𝑄𝐵𝐹 , calculated respectively by mean summation 

coefficients and the brute force algorithm. 

To apply and use our proposed combined metric compared 

to the elementary chosen qualities, we present an experiments 

investigation to give a numerical evaluation of the 

compression effect on four kinds of images. These images 

show different textural structures, Figure 2. So we use the most 

used natural image called Barbara test image (named Image 

1), a medical image (named Image 2) representing a Brain 

axial slice MRI [42], a biometric Iris image (named Image 3) 

taken from the ITTD iris database [43] and a Brodatz textural 

image (named Image 4) from the multiband texture (MBT) 

database [44]. 

To study the compression degradation on these images, we 

chose three wavelet-based compression algorithms. The lifting 

Wavelet transforms with the SPIHT encoder (LWT-SPIHT), 

the quincunx wavelet transforms with the SPIHT encoder 

(QWT-SPIHT), and the JPEG2000 standard image 

compression that uses Wavelet transform with EBCOT 

encoder. 

 

Table 2. The obtained weight coefficients 

 
 Dataset 𝜶 𝜷 𝜸 

𝑻𝑪𝑸𝑴𝑵  All Dataset 0.3333 0.3333 0.3333 

𝑻𝑪𝑸𝑩𝑭   All Dataset 0.4300 0.1500 0.4200 

𝑻𝑪𝑸𝑶𝑷𝑻 

TID2008 0.8934 0.0012 0.1054 

CSIQ 0.6869 0.0014 0.3117 

TID2013 0.9683 0.0014 0.0303 

KADID-10k 0.9332 0.0011 0.0656 

All Dataset 0.5474 0.1350 0.3172 

 

    
Image 1 (Barbara) Image 2 (Brain) Image 3 (Iris) Image 4 (Texture) 

 

Figure 2. The original used images 
 

Table 3. Correlation comparisons for our calculated combined quality 
 

Dataset Coef. PSNR MS-SSIM ITQ EdgeIQA TCQMN TCQBF TCQOPT 

TID2008 

PLCC 0.5734 0.8451 0.7287 0.7575 0.6412 0.7436 0.7504 

SROOC 0.5531 0.8542 0.4925 0.6968 0.6201 0.7170 0.7319 

KRCC 0.4027 0.6568 0.4656 0.5174 0.4416 0.5289 0.5400 

RMSE 1.0994 0.7173 1.1124 0.8761 1.0296 0.8972 0.8868 

CSIQ 

PLCC 0.7956 0.8991 0.6353 0.8553 0.8230 0.8829 0.8828 

SROOC 0.8085 0.9133 0.6569 0.8197 0.8362 0.8953 0.8953 

KRCC 0.6084 0.7393 0.5591 0.6335 0.6340 0.7102 0.7101 

RMSE 0.1575 0.1149 0.2028 0.1360 0.1490 0.1232 0.1233 

TID2013 

PLCC 0.7602 0.8329 0.5223 0.7204 0.6929 0.7526 0.7598 

SROOC 0.6865 0.7860 0.5409 0.6099 0.6168 0.6689 0.6839 

KRCC 0.5043 0.6049 0.5012 0.4444 0.4435 0.4924 0.5042 

RMSE 0.8976 0.6861 1.0071 0.8598 0.8937 0.8161 0.8059 

KADID-10k 

PLCC 0.6401 0.8286 0.6467 0.6724 0.6473 0.7158 0.7319 

SROOC 0.6319 0.8308 0.6563 0.6640 0.6483 0.7149 0.7322 

KRCC 0.4555 0.6409 0.5145 0.4876 0.4694 0.5309 0.5463 

RMSE 0.1663 0.1212 0.1937 0.1603 0.1650 0.1511 0.1475 

All Dataset 

PLCC 0.6482 0.7555 0.6861 0.6429 0.6853 0.7405 0.7473 

SROOC 0.5352 0.6526 0.5817 0.5937 0.4901 0.6865 0.6599 

KRCC 0.5000 0.5188 0.5389 0.4963 0.5096 0.6838 0.6072 

RMSE 2.5830 1.9041 1.7277 1.7152 1.7233 0.8673 0.7063 
 

 
 

Figure 3. Evaluation of PSNR of the compressed images 
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Figure 4. Evaluation of MS-SSIM of the compressed images 

 

 
 

Figure 5. Evaluation of textural quality of the compressed images 

 

 
 

Figure 6. Evaluation of the edge conservation in the compressed images 

 

 
 

Figure 7. Combined quality evaluation of the compressed 

images 

 

A first analysis of the structural degradation can be shown 

in Figure 3 by the use of the PSNR quality. We can observe an 

acceptable quality for the JPEG200 and the QWT-SPIHT 

compression compared to the LWT-SPIHT, especially in low 

bitrates (< 1.0 bpp). In image 4 (texture image), a high 

degradation is caused by all compression algorithms, 

including an energy degradation in pixels structure caused by 

the high texture composition of this image. 

The same ascertainment is observed with the MS-SSIM 

evaluation, in Figure 4, with a conserved structural similarity 

for all images with JPEG2000 and QWT-SPIHT (> 0.25 bpp) 

and with LWT-SPIHT (> 0.75 bpp). This means that the 

brightness, the contrast, and the structure composition are 

generally conserved in the compressed images. 

When using a textural and edge quality analysis, we can 

observe that in texture conservation properties, Figure 5, 

image 1 (Barbara), image 2 (Brain), and image 3 (Iris) 

preserve their textural quality with the JPEG2000 and QWT-

SPIHT algorithms, but with the LWT-SPIHT, these qualities 

are conserved when the bitrate is > 0.5 bpp. In image 4 

(Texture), the textural qualities are affected with all 

compression algorithms. The edge structure for all images, in 

Figure 6, is conserved with bitrates > 0.5 bpp with the best 

conservation in JPEG2000 compared to the others. 

Finally, when we us Figure 7e our proposed quality, as in 

Figure 7, we can observe that the JPEG2000 and the QWT-

SPIHT present good quality in images 1, 2, and 3 for all 

bitrates. But in image 4, the quality is acceptable only when 

the bitrate is > 0.5 bpp. The LWT-SPIHT presents an 

acceptable quality with bitrates > 0.75 for all images. 

These remarks confirm our proposed combined quality 

metric's good coherence to evaluate compressed images in 

three ways; structural analysis, textural evaluation, and edge 

performance. The accepted quality values are observed, 

especially for the JPEG2000 and the QWT-SPIHT 

compression techniques for the four kinds of images compared 

to the LWT-SPIHT technique. 
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5. CONCLUSION 

 

In this work, we proposed a new form of quality analyzing 

degradation in compressed images. It's based on the fusion of 

three quality forms; (1) the structural quality based on the 

structure similarity (MS-SSIM), (2) the texture-based quality 

based on the use of a GLCM textural image evaluation metric 

named (ITQ), and (3) the edge-based quality that use an edge 

image evaluation metric named EdgeIQA based on Canny 

edge conservation. This fusion is based on the weighted linear 

combination model. This proposed metric presents a good 

evaluation with four chosen databases (TID2008, CSIQ, 

TID2013, and KADID-10k). 

The numerical experiment results investigate some wavelet-

based compression algorithms coupled with SPIHT compared 

to the JPEG2000 standard compression. These results 

confirmed that the JPEG2000 and the Quincunx-based 

algorithm associated with SPIHT (QWT-SPIHT) related to the 

lifting Wavelet transform with SPIHT (LWT-SPIHT). We 

have also used four kinds of images to perform our study; a 

natural image, a medical image, a biometric image, and a 

texture image.  

As a future perspective, we propose to analyze and study the 

efficiency of our combined metric according to the types of 

degradation through benchmark image databases to 

understand the textural deterioration according to these types 

of degradations. We suggest also adding a multiscale wavelet 

approach to allow a deep concept quality evaluation in the 

spectral-based quality.  
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