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 Salient feature extraction is an important task in image classification and recognition. 

Although classification techniques focus on the bright part of an image, many pixels of the 

image are of similar saliency. To address the issue, this paper proposes the logarithmic 

function-based novel representation algorithm (LFNR) to apply a novel representation for 

each image. The original and novel representations were fused to improve the classification 

accuracy. Experimental results show that, thanks to the simultaneous use of original and 

novel representations, the test samples could be better classified. The classification 

algorithms coupled with the LFNR all witnessed lower error rates than the original 

algorithms. In particular, the collaboration representation-based classification coupled with 

the LFNR significantly outperformed the other sparse representation algorithms, such as 

homotopy, primal augmented Lagrangian method (PALM), and sparse reconstruction by 

separable approximation algorithm (SpaRSA). The no-parameter property of the LFNR is 

also noteworthy. 
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1. INTRODUCTION 

 

How to represent images competently and complementarily 

remains a challenge in computer vision. This issue has long 

been a hot topic because competent and complementary image 

representation greatly facilitates automatic diagnosis and 

target recognition [1]. Face recognition is one of the principal 

applications of this technique. However, the application effect 

is challenged by varying illumination, facial expressions, and 

poses. The huge differences between the images on the same 

face add to the difficulty of face recognition. To improve target 

recognition and image classification, it is critical to describe 

the subject more effectively [2-5]. 

New representations of true face images can be constructed 

by multiple methods [6]. Some researchers proposed a new 

representation scheme based on the mathematical and 

geometric features of face. For example, Ryu and Oh [7] 

derived the feature point distribution from intra-class feature 

angle, and generated virtual training samples for face 

recognition. Thian et al. [8] produced shifted and scaled face 

patterns as virtual samples through multiple geometric 

transforms. 

The biological features of human face are a research hotspot. 

Xu et al. [9] offered a new method to generate new samples 

based on face symmetry, and proved the method competent in 

face recognition. Some scholars [10-12] also proposed mirror 

face images, which adapt well to the potential changes induced 

by the variation in facial expressions and environment. 

Apart from the face features, environmental factors of face 

images also attract much attention. From a single face image, 

Sharma et al. [13] created multiple virtual images of a person 

with different poses and illuminations, aiming to track every 

training image: the virtual multi-view images were synthetized 

from eigen-faces through global linear regression (GLR).  

There are some other methods that effectively represent and 

recognize face images [14-16]. Guo et al. [17] developed a 

pairwise classification framework of Bayes classifier and 

adaptive boosting (AdaBoost) for face recognition. Fuzzy 

logic has also been successfully applied in image processing 

[18]. 

The accuracy of face recognition partly depends on the 

classification algorithms. Among the various approaches for 

image classification [19-21], sparse representation-based 

classification (SRC) is recognized for its simplicity and state-

of-the-art performance [22]. Conventionally, sparse 

representation encodes a sample over a dictionary by a sparse 

vector [23]. The sparsity of the vector is ensured by 

minimizing the l0-norm. The l1-minimization is often adopted, 

due to the non-deterministic polynomial-time (NP) hardness 

of combinatorial l0-minimization [24, 25]. 

The typical sparse representation algorithms based on l1-

minimization includes homotopy [26], fast iterative shrinkage 

and thresholding algorithm (FISTA) [27], primal augmented 

Lagrangian method (PALM) [28-30], and dual augmented 

Lagrangian method (DALM). Considering the role of 

collaboration, Yang et al. [31] proposed a collaboration 

representation-based classification (CRC) strategy, which 

replaces l1-norm with the less complex l2-norm. Many 

evidences show that the l2-norm CRC is more accurate and 

simpler than the SRC in face recognition [32, 33]. 

To enhance the influence of low-intensity pixels in an image, 

this paper develops a novel image representation method 

based on logarithmic function: the sparse representation 

classification was applied to both original and novel 

representations, and the two classification results were fused 

automatically into the final classification result. The proposed 

algorithm is called the logarithmic function-based novel 

representation algorithm (LFNR).  
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The proposed algorithm is innovative in the following 

aspects: First, a novel representation of images is developed as 

new training samples; Second, the classification results of 

original and novel representations are combined effectively; 

Third, the proposed algorithm achieves an excellent accuracy 

in face recognition and the classification of non-face images. 

The remainder of this paper is structured as follows: Section 

2 reviews the relevant research; Section 3 introduces the main 

steps of the LFNR; Section 4 analyzes the proposed algorithm; 

Section 5 verifies the algorithm through experiments; Section 

6 offers the conclusions. 

 

 

2. LITERATURE REVIEW 

 

Sparse representation has sparkled increasing interest in the 

past years. The SRC algorithm was developed and 

successfully used in image processing and classification. 

Conventional sparse representation strategies encode a single 

as a sparse vector by minimizing the l0-norm. Because of the 

NP-hardness of l0-minimization, the l1-minimization is widely 

employed in sparse representation. 

The SRC describes the entire training set as a matrix X, as 

the concatenation of the n training samples of all C classes: 
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where, 𝑋𝑖 = [𝑣𝑖,1, 𝑣𝑖,2, ⋯ , 𝑣𝑖,𝑛𝑖] ∈ ℝ𝑚×𝑛𝑖  (i=1,…,C); vi,j is a 

column vector containing m dimensional features; ni is the 

number of samples in i-th class.  

Then, a test sample y can be written as a linear 

representation of all training samples: 

 
my Ax=   (2) 

 

This problem can be resolved by choosing the minimum l-

norm solution and relaxing the constraint of formula (2). 
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where, λ is the control variable of the small noise in y.  

The collaboration representation-based classification 

method pays a special effort to promote inter-class 

collaboration in representing the query sample. The 

corresponding minimization problem can be expressed as: 

 

( )  2 2
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(4) 

 

Despite being less sparse than the l1-norm, this approach 

makes the solution more stable and introduces sparsity. The 

solution to formula (4) can be easily derived as: 
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(5) 

 

The solution makes the algorithm fast, for 𝑄 = (𝑋𝑇𝑋 +
𝜆𝐼)−1𝑋𝑇 can be calculated in advance. Then, the residual is 

computed to identify the class of each test sample.  

The above analysis indicates that l2-regularized 

collaboration representation-based classification is a very 

simple way to achieve competitive recognition accuracy. 

3. OUR ALGORITHM 

 

3.1 Novel representation generation method 

 

This subsection introduces the novel representation 

generation method of an original image. Let O stand for an 

original image, and oij denote the pixel in row i and column j 

of image O. The novel representation N of image O can be 

defined as: 

 

( )logij ijn o = +
 

(6) 

 

where, nij is the intensity of the novel representation, i.e., the 

gray value of the pixel in row i and column j; α is a constant 

added to avoid emerging infinitesimal when oij equals 0. 

According to experimental evidences, the α value was set to 1.  

The novel representations generated by formula (1) have the 

following properties: 

(1) The image features become more salient through the 

nonlinear operation of the logarithmic function; 

(2) The relativeness between novel and original 

representations does not change due to the monotonicity of the 

logarithmic function; 

(3) The logarithmic function increases the brightness of the 

dark region, making the dark part of the novel representation 

more refined and sensitive. 

 

3.2 Fusion between original and novel representations 

 

According to their properties, the novel representations 

were treated as new training samples. Then, both original and 

novel samples were processed by the SRC algorithm, 

producing two classification results. For each test sample, two 

residuals can be obtained by formula (5). Afterwards, the two 

residuals were merged by the following method. 

Let 𝑑𝑖
𝑜 (i=1,…,C) denote the distance, i.e., the residual, 

between the test sample and original samples of the i-th class; 

𝑑𝑖
𝑛 (i=1,…,C) denote the distance between test sample and the 

novel samples of the i-th class, with C being the total number 

of classes. The shorter the distance between a test sample and 

a class, the greater the probability that the test sample belongs 

to that class. Further, 𝑆1
𝑜  and 𝑆2

𝑜  were defined as the two 

shortest distances in 𝑑𝑖
𝑜(i=1,…,C); 𝑆1

𝑛 and 𝑆2
𝑛 were defined as 

the two shortest distances in 𝑑𝑖
𝑛  (i=1,…,C). The weights of 

original and novel representations can be calculated by 𝑤𝑜 =
𝑤1

𝑤1+𝑤2
 and 𝑤𝑛 =

𝑤2

𝑤1+𝑤2
, respectively, where 𝑤1 = 𝑆2

𝑜 − 𝑆1
𝑜 

and 𝑤2 = 𝑆2
𝑛 − 𝑆1

𝑛. The score of the test sample belonging to 

a class can be described as 𝑞𝑖 = 𝑤𝑜𝑑𝑖
𝑜 +𝑤𝑛𝑑𝑖

𝑛  (i=1,…,C). 

Finally, the test sample was assigned to the i-th class by: 

 

argmin i
i

r q=
 

(7) 

 

3.3 Steps of the LFNR 

 

As shown in Figure 1, the LFNR is implemented in four 

steps: Divide each sample in the dataset into two subsets: a 

training set and a test set; Generate novel representations of 

training images by formula (6); Apply the SRC algorithm to 

both original and novel representations, and compute the 

fusion score by the method in subsection 3.2; Classify the test 

samples. 
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Strat

Divide samples into training set and test 

set

Generate novel representations of 

training images by formula (6)

Apply the SRC algorithm to 

original representations and 

obtain weight w1

Apply the SRC algorithm to 

novel representations and 

obtain weight w2

Compute the fusion score from w1 and w2 by the 

method in Subsection 3.2

Obtain classification results by formula (7)

End

Step 1

Step 2

Step 3

Step 4

 
 

Figure 1. Main steps of the LFNR 

 

 

4. ALGORITHM ANALYSIS 

 

Many recognition algorithms focus on pixels, because 

different pixels in the same image vary in intensity. In this 

sense, it is rational to attach greater importance to the pixels 

with noteworthy importance. This idea is adopted by the 

LFNR to generate a new representation of each original 

representation. 

To prevent the overlook of the dark part of an image with 

important information, the logarithmic function is called to 

reduce the gray value interval, and retain the virtual 

relationship between pixels in the original representation. That 

is, the logarithmic function in the LFNR lowers the brightness 

of the bright part by raising the brightness of the dark part. In 

addition, the nonlinear operation of logarithmic function 

preserves the edge feature of the image, while removing noises 

from the image, making the image smoother. Without any 

additional parameter, the LFNR is fast and efficient.  

For better illustration, Figures 2-4 present eight original 

training samples from the Lab2 face database [34], the 

CMU_PIE face database [35], and the ORL database [36], as 

well as their corresponding novel training samples, 

respectively. In each figure, the images in the first row are 

original representations, and those in the second row are novel 

representations. It can be seen that, rather than directly 

associated with the corresponding original representations, the 

novel representations clearly differed from the latter in 

appearance. 

If an image is too bright or too dark, the image features will 

be vague. In a high contrast image, the gray values tend to obey 

uniform distribution. The general contrast is positively 

correlated with the standard deviation. It is known to all that, 

the curve of logarithmic function changes greatly, when the 

independent variable is small, and changes insignificantly, 

when the independent variable is large. Therefore, the LFNR 

can concentrate the gray values in the dark region, and convert 

a bisection of that region into a bright region. For instance, the 

glitter of the glasses from three people in Figure 4 was 

smoothed out in the corresponding novel representations. 

Simultaneously, the details of obscure regions were enhanced 

in the novel representations. 

 
 

Figure 2. Original and novel training samples based on the 

Lab2 database 

 

 
 

Figure 3. Original and novel training samples based on the 

CMU_PIE database 

 

 
 

Figure 4. Original and novel training samples based on the 

ORL database 

 

 
 

Figure 5. Pixel intensity of original representation of the first 

image in Lab2 face dataset 

 

 
 

Figure 6. Pixel intensity of novel representation of the first 

image in Lab2 face dataset 

 

The rationale of the LFNR can be better demonstrated by 

data presentation. Figures 5 and 6 show the original and novel 

pixels for the first sample of the first person in the Lab2 face 

dataset. For clarity, the pixels of Figures 5 and 6 were 

converted into unit vectors with norm 2 (Figure 7). It can be 

seen that the pixel intensity in the dark region was enhanced, 

while that in the bright region was reduced. The novel 

representation had more stable pixel intensity than the original 

representation. 
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Figure 7. Normalized original representation and the 

corresponding novel representation of the first image in Lab2 

face dataset 

 

 
(a) Original representation (b) Fourier spectrum of original 

representation (c) Fourier spectrum after logarithmic 

transform (d) Novel representation (e) Fourier spectrum of 

novel representation (f) Fourier spectrum after logarithmic 

transform 

 

Figure 8. The Fourier spectrums of an original and novel 

representation from ORL database 

 

Figure 8 presents the Fourier spectrum of an original 

representation from the ORL database and that of the 

corresponding novel representation. Subgraphs (a) and (d) are 

original and novel representations of the subject, respectively; 

subgraphs (b) and (e) are homologous Fourier spectra of the 

original and novel representations, respectively; subgraphs (c) 

and (f) are the Fourier spectra (b) and (e) after logarithmic 

transform, respectively. 

After the transform, the brightest point in the middle of each 

spectrum has the lowest frequency. The higher the frequency 

at this point, the greater the frequency outside the edge. During 

image processing, the frequency domain reflects the intensity 

of gray value variation in the spatial domain, that is, the change 

speed of gray value. The edge of each representation mutates 

quickly, making it a high-frequency component in the 

frequency domain; the noise of the representation is mostly a 

high-frequency component; the uniform area of the 

representation is generally a low-frequency component. 

The components at the center of each Fourier spectrum are 

of low frequency. The Fourier spectrum (f) was mainly 

composed of low-frequency components, indicating that the 

high-frequency noises had been largely removed.   

Low-frequency information, as the main component of an 

image, determines the basic gray value of the image, and has 

little impact on image structure; the medium-frequency 

information determines the image structure, and forms the 

main edge of the image; the high-frequency information 

makes up the edge and details of the image, further enhancing 

the image contents on the basis of the medium-frequency 

information.  

For face recognition, the image contents, i.e., the basic 

facial features, should be the main components, while the 

interference of mutation factors like glasses, beards, and hair 

must be minimized. As shown in Figure 8, the representations 

processed by our method were mainly of low frequency. This 

means the image contents have been largely preserved, and the 

mutation components have been removed. Thus, our method 

is suitable for face images with strong light changes, or severe 

occlusions. 

The above analysis on pixel intensity and Fourier spectrum 

shows that our algorithm is both reasonable and efficient. 

Moreover, the novel representations preserve the natural faces 

and differ greatly from the original representations. The 

simultaneous use of the original and novel representations may 

reveal more details of the subject. This calls for an effective 

fusion method.  

According to subsection 3.2, the fusion method finds two 

minimum distances between the test sample and the original 

samples, and take the differences of the distances as the 

weights. The same operation is applied to the test sample and 

the novel samples. The greater the weight (w1 or w2), the more 

noticeable the classification. In other words, a large weight is 

more decisive. This proves the rationality of our fusion method. 

 

 

5. EXPERIMENTAL VERIFICATION 

 

Our LFNR was verified on three face databases, namely, the 

Lab2 face database [34], the CMU_PIE face database [35], and 

the ORL database [36], and one non-face database, that is, 

COIL 100 database [37]. The classification algorithm is the 

collaboration representation-based classification method. 

For comparison, several state-of-the-art sparse 

representation algorithms were also tested as the classification 

algorithm, including homotopy [27], FISTA [28], sparse 

reconstruction by separable approximation algorithm 

(SpaRSA) [38]. 

Firstly, the LFNR was applied to generate novel 

representations from one dataset. Then, one of the 

classification algorithms was selected to classify both original 

representations and novel representations. The fusion was 

carried out by the abovementioned approach. 

In the following parts, the collaboration representation-

based classification method coupled with LFNR is denoted as: 

LFNR with collaboration representation; similarly, homotopy, 

FISTA, and SpaRSA coupled with LFNR are denoted as: 

LFNR with homotopy, LFNR with FISTA, and LFNR with 

SpaRSA, respectively. The directly application of homotopy, 

FISTA, SpaRSA and collaboration representation-based 

classification method on original representations are denoted 

as primitive homotopy, primitive FISTA, primitive SpaRSA, 

and primitive collaboration representation, respectively. 

 

5.1 Experiments on Lab2 face database 

 

The verification experiments were firstly carried out on 

Lab2 face database. A total of 1,000 gray images about 50 

subjects were selected. For each subject, there were 20 images 

shot under different illuminations. All the images from the 

database have a resolution of 200×200 pixels. 

Figure 9 shows six images on one subject from Lab2 

database. Two to six of the six images were taken as the 

original training samples in turn, with the remaining images as 
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test samples. The experimental results are reported in Table 1. 

It can be seen that our algorithm clearly outshined the 

contrastive algorithms. The classification error rates of LFNR 

with homotopy on 2 and 3 training samples were 31.67% and 

31.06%, respectively; those of LFNR with FISTA on 2 and 3 

training samples were 33.44% and 32.12%, respectively; those 

of LFNR with collaboration representation on 2 and 3 training 

samples were 30.44% and 29.18%, respectively. On four 

training samples, the classification error rates of primitive 

FISTA and primitive SpaRSA were 38.40% and 46.38%, 

respectively; after the inclusion of LFNR, the two error rates 

dropped to 32.13% and 46.27%, respectively. Hence, the 

LFNR can effectively suppress the error rate, and improve the 

performance of the primitive algorithms. 
 

 
 

Figure 9. Six images on one subject from Lab2 database 

 

Table 1. Error rates (%) on the Lab2 dataset 

 
Sample number 2 3 4 5 6 

Primitive collaboration representation 31.00 29.76 26.00 25.73 21.57 

LFNR with collaboration representation 30.44 29.18 25.50 24.53 22.14 

Primitive homotopy 36.44 35.41 34.38 33.20 30.00 

LFNR with homotopy 31.67 31.06 32.00 31.33 27.14 

Primitive FISTA 36.78 36.24 36.38 38.40 35.00 

LFNR with FISTA 33.44 32.12 31.62 32.13 28.86 

Primitive SpaRSA 44.00 46.71 46.38 46.80 42.43 

LFNR with SpaRSA 42.56 44.71 45.63 46.27 42.00 

 

5.2 Experiments on CMU_PIE face database 

 

The CMU_PIE face database contains over 750,000 images 

of 337 people taken in four sessions over five months. Each 

subject was short from 15 view points and under 19 different 

illuminations, while he/she was displaying a wide range of 

facial expressions. Our experiment uses a subset of the 

CMU_PIE face database, which includes 1,632 images on 68 

people. For each person, there were 24 images with the 

resolution of 64×64 pixels. 

Figure 10 shows six images on one subject with different 

facial expressions taken under different illuminations from 

CMU_PIE. Two to six of the six images were taken as the 

original training samples in turn, with the remaining images as 

test samples. The experimental results are reported in Table 2. 

 

 
 

Figure 10. Six images on one subject with different facial 

expressions taken under different illuminations from 

CMU_PIE 

It can be seen that the coupling between the LFNR and 

collaborative representation, homotopy, FISTA, and SpaRSA 

lowered the classification error rates. The LFNR with 

collaborative representation performed exceptionally well, 

achieving the minimum error rates of 77.87%, 76.96%, 

48.53%, 42.65% and 38.48%, respectively, under different 

number of samples. 

 

Table 2. Error rates (%) on the CMU_PIE dataset 

 
The number of training samples 2 3 4 5 6 

Sample number 80.21  79.76  49.12  43.65  38.48  

Primitive collaboration representation 77.87  76.96  48.53  42.65  38.48  

LFNR with collaboration representation 88.44  92.02  69.78  68.11  65.11  

Primitive homotopy 82.75  85.15  62.65  61.92  59.64  

LFNR with homotopy 87.30  93.07  70.74  53.17  55.39  

Primitive FISTA 80.82  89.71  64.41  51.01  54.08  

LFNR with FISTA 88.97  92.58  89.49  86.30  84.23  

Primitive SpaRSA 88.84  92.51  87.87  85.99  83.50  

 

5.3 Experiments on ORL face database 

 

Next, experiments were carried out on the ORL face 

database, which contains 400 images on 40 people, 10 for each 

person. The images have a resolution of 200×200 pixels. 

Figure 11 shows six images on one subject with different 

facial expressions taken under different illuminations from 

ORL. Two to six of the six images were taken as the original 

training samples in turn, with the remaining images as test 

samples. The experimental results are reported in Table 3. 

 

 
 

Figure 11. Six images on one subject with different facial 

expressions taken under different illuminations from ORL 

 

Table 3. Error rates (%) on the ORL dataset 

 
Sample number 2 3 4 5 6 

Primitive collaboration representation 16.56  13.93  10.83  11.50  8.13  

LFNR with collaboration representation 12.81  12.50  9.17  7.50  5.63  

Primitive homotopy 19.69  18.57  13.75  13.00  12.50  

LFNR with homotopy 12.81  11.43  8.33  9.50  6.25  

Primitive FISTA 18.44  16.79  12.08  13.50  14.38  

LFNR with FISTA 18.44  15.00  9.58  12.00  13.13  

Primitive SpaRSA 18.44  16.79  12.92  11.00  10.00  

LFNR with SpaRSA 17.81  16.79  12.08  11.00  9.38  

 

It can be seen that the LFNR outshined all the sparse 

representation methods being tested. After the introduction of 

the LFNR, the classification error rate of primitive FISTA 

declined from 16.79% to 15.00% on three training samples; 

that of primitive SpaRSA dropped from 10.00% to 9.38% on 

six training samples. This fact confirms that the LFNR and the 

fusion method are beneficial for classification. 

 

5.4 Experiments on COIL100 database 

 

Finally, experiments were carried out on a non-face 
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database called COIL100. The test set contains 7,200 images 

from 100 classes, 72 in each class. All images have a 

resolution of 128×128 pixels. 

Figure 12 shows ten images on the same subject shot from 

different view points from the database. Then, one to five of 

the six images were taken as the original training samples in 

turn, with the remaining images as test samples. The 

experimental results are reported in Table 4. 

It can be seen that the LFNR with collaboration 

representation achieved the minimum classification error rates 

on one to five training samples: 46.36%, 47.59%, 48.32%, 

48.31%, and 48.37%, respectively. Therefore, the LFNR also 

performs well in non-face recognition. 

 

 
 

Figure 12. Ten images on one subject taken from different 

view points 

 

Table 4. Error rates (%) on the COIL100 dataset 

 
Sample number 1 2 3 4 5 

Primitive 

collaboration 

representation 

47.70  49.06  49.16  49.34  49.38  

LFNR with 

collaboration 

representation 

46.36  47.59  48.32  48.31  48.37  

Primitive homotopy 52.08  51.97  52.09  51.72  50.91  

LFNR with 

homotopy 
50.38  50.64  50.51  49.66  49.06  

Primitive FISTA 53.49  54.26  55.35  55.88  55.55  

LFNR with FISTA 53.65  54.53  55.80  56.00  56.04  

Primitive SpaRSA 52.41  53.97  53.30  52.88  52.54  

LFNR with SpaRSA 52.06  52.09  52.17  52.00  51.39  

 

 

6. CONCLUSIONS 

 

This paper designs a method to generate a new 

representation from the original representation. The novel 

representation is fast to compute and easy to understand. 

Neither the generation of the novel representation nor the 

fusion between novel and original representations has any 

parameter. This makes the LFNR mathematically tractable and 

completely automatic. More importantly, the novel 

representations enhance the details of dark regions and 

preserve the edge features of the images. In addition to 

producing a novel representation of images, the LFNR uses 

both the original and novel representations to assist with image 

classification. Experiments show that the fusion method can 

improve the classification accuracy by a maximum of 6%. The 

test results on three face datasets and a non-face dataset 

demonstrate that the LFNR is an effect way to improve the 

correctness of target recognition. 
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