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Accurate medical images segmentation plays a vital role in contouring during diagnosis and 

treatment planning. To improve the segmentation accuracy in low contrast images, we 

propose a  method by combining Hill entropy and fuzzy c-partition. Here, using membership 

function, an image is first transformed into fuzzy domain. Subsequently, the fuzzy Hill 

entropies are defined for foreground (object) and background. Next, the total fuzzy Hill 

entropy is maximized to compute the accurate threshold; this process is employed to  
calculate a proper parameter combination of membership function. This Hill  entropy is then 

optimized to acquire an image threshold by Differential Evolution  “DE” optimization 

algorithm.  The key benefit of the presented  approach is that it considers the information of 

background and object as well as interactions between them in threshold selection 

mechanism. The results  and performance evaluations show the better accuracy of our 

technique over other existing approaches. 
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1. INTRODUCTION

Image segmentation is employed to extract the specific 

object from the image with the help of extracted features from 

the dataset. Here, features are used to show the similar and 

different areas. Medical image segmentation is one the 

complex task due to numerous challenges like blurring, 

distortion, low contrast, and low resolution. Lot of techniques 

has been developed for segmenting the medical image. It 

contains transformation approaches like watershed 

segmentation, texture and threshold methods like entropy 

based and Otsu’s approach. 

Extensive studies have been conducted for segmenting the 

medical image. Fuzzy set theory and information theory have 

a huge impact on image segmentation [1-3]. Fuzzy entropy has 

become one of the important research points for threshold 

based medical image segmentation. Zhao et al. [4] proposed a 

technique to compute the compatibility of the “fuzzy c-

partition” and the probability partition. In the further study, 

three level membership functions such as S-function, π-

function, and Z-function are used by Tao et al. [5]. The entropy 

concept from the information theory is used for threshold 

purpose. Furthermore, Kapur et al. [6] enhanced this technique 

through histogram of image based maximum fuzzy entropy 

approach. Here entropy of foreground as well as background 

has been maximized. However, this technique is affected by 

the noise evidently due to one dimensional histogram. To 

remove above shortcoming and make full benefit of pixel 

intensity, space information and neighborhood pixels; two 

dimensional histograms has been employed for image 

segmentation [7, 8]. Sengar and Mukhopadhyay [9] presented 

an approach for segmentation with the help of normalized self-

adaptive optical flow. Otsu’s approach has been employed in 

this method to select the threshold parameter [10, 11]. The 

greyness and spatial uncertainties among pixels are handled 

through fuzzy homogeneity vectors and multilevel threshold 

[12]. To improve the performance, “Three level image 

segmentation using non extensive entropy” is proposed by EI-

Fegh et al. [13]. Active contour models have been learned for 

medical image segmentation [14]. Cross entropy and dice 

entropy have been employed for segmentation problems [15]. 

Level set functions are used to construct the segmentation 

model, it is an energy minimization problem, which is solved 

through “partial differential equations”. Furthermore, this 

model has been enhanced to texture and multiphase problems 

[16, 17].  

Lots of approaches have been proposed to accurately 

segment the medical image. However, still there are some 

deficiencies in the existing algorithms specially related to low 

contrast and resolution. To address the issue of low contrast 

image, we proposed an efficient medical image segmentation 

method by combining “Hill entropy and fuzzy c-partition” 

[18]. First, we transferred image into fuzzy domain with the 

help of membership function. Subsequently, the fuzzy hill 

entropies have been defined for foreground and background. 

Next, threshold is computed through maximizing the total 

fuzzy Hill entropy. Furthermore, differential evolution 

optimization technique is applied to optimize Hill entropy 

measure [19]. Our technique has been tested on different 

medical images that show efficient and accurate results.  

The remaining part of this article is structured as follows; 

proposed technique is elaborated in Section 2. Experimental 

results and performance evaluation are provided in Section 3. 

Finally, Section 4 presents the conclusion. 

2. PROPOSED APPROACH

Threshold techniques based on entropy have attracted a 

considerable attention over the last few years in image 
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processing. They have been found to be among the most 

powerful techniques in image segmentation. For this reason, 

we propose here a framework approach that combining Hill 

entropy and fuzzy c-partition for medical image segmentation. 

The Shannon entropy [20] is defined as: 

 

𝐻(𝑝) = −∑𝑝𝑖 𝑙𝑛( 𝑝𝑖)

𝑘

𝑖=1

 (1) 

 

The generalized entropy of Hill [20] is defined as: 

 

𝑁𝛼 = (∑𝑝𝑖
𝛼

𝑊

𝑖=1

)
1

1−𝛼 , 𝑓𝑜𝑟𝛼 ≥ 0 𝑎𝑛𝑑 𝛼 ≠ 1 (2) 

 

Hill entropy has the following property: 

 

𝑁𝛼(𝐴 + 𝐵) = 𝑁𝛼(𝐴) + 𝑁𝛼(𝐵) + (1 − 𝛼) ⋅ 𝑁𝛼(𝐴)
⋅ 𝐵𝛼(𝐵) 

(3) 

 

Let 𝑝1, 𝑝2, … . , 𝑝𝑡 , 𝑝𝑡+1, … . , 𝑝𝑘 be its “probability 

distribution of an image with 𝑘 gray-levels”, where 𝑝𝑡  is the 

normalized histogram (i.e.,𝑝𝑡 = ℎ𝑡 (𝑀 × 𝑁)⁄ )  and ℎ𝑡  is the 

gray level histogram. Using these probability distributions 

“one for the object (class A) and the other for the background 

(class B)” can be derived as:  

 

𝑝𝐴 : 
𝑝1
𝑃𝐴
,
𝑝2
𝑃𝐴
, … . . ,

𝑝𝑡
𝑃𝐴
 , 𝑝𝐵 : 

𝑝𝑡+1
𝑃𝐵

,
𝑝𝑡+2
𝑃𝐵

, … . . ,
𝑝𝑘
𝑃𝐵
 , (4) 

 

𝑃𝐴 =∑𝑝𝑖

𝑡

𝑖=1

, 𝑃𝐵 = ∑ 𝑝𝑖

𝑘

𝑖=𝑡+1

 (5) 

 

where, t is the threshold value.  

“Entropy of  object (𝑁𝛼
𝐴) and background (𝑁𝛼

𝐵) pixels” can 

be calculated as: 

 

𝑁𝛼
𝐴 = ∑ (

𝑝𝑖
𝛼

𝑃𝐴
)

1

1−𝛼𝑊
𝑖=1 , 𝑁𝛼

𝐵 = ∑ (
𝑝𝑖
𝛼

𝑃𝐵
)

1

1−𝛼𝑊
𝑖=1  (6) 

 

With the help of computed entropy,” optimum threshold 

parameter value” can be obtained as the following: 

 

𝑡𝑜𝑝𝑡 = 𝐴𝑟𝑔max[𝑁𝛼
𝐴(𝑡) + 𝑁𝛼

𝐵(𝑡) + (1 − 𝛼) ∙ 𝑁𝛼
𝐴(𝑡)

∙ 𝑁𝛼
𝐵(𝑡)] 

(7) 

 

In “multi-level fuzzy Hill entropy”, a  conventional set 𝐴 

can be expressed as “a group of elements that either belong to 

or not belongs to set A”. While as per the generalized version 

of fuzzy set, an element can partially belong to a set 𝐴. Above 

expression can be shown as: 

 

𝐴 = {(x, μA(x)|x ∈ X)} (8) 

 

where, 0 ≤ μA(x) ≤ 1 and μA(x) is known as ”  membership 

function”, which computes the “similarity of x  to A”. For 

simplicity “trapezoidal membership function” is employed to 

compute the membership of n  segmented regions, 

μ1, μ2, … , μn  by using 2×(n-1) unknown fuzzy parameters, 

namely “ a1, c1, … an−1, cn−1  where 0 ≤ a1 ≤ c1 ≤ ⋯ ≤
an−1 ≤ cn−1 ≤ L − 1”. Subsequently, for 𝑛  level threshold, 

“membership function” can be derived as follows. 

𝜇1(𝑘) =

{
 
 

 
 

1              𝑘 ≤ 𝑎1
𝑘 − 𝑐1
𝑎1 − 𝑐1

𝑎1 ≤ 𝑘 ≤ 𝑐1

0             𝑘 > 𝑐1
   ⋮

 (9) 

 

𝜇𝑛−1(𝑘) =

{
 
 
 

 
 
 

0              𝑘 ≤ 𝑎𝑛−2
𝑘 − 𝑎𝑛−2
𝑐𝑛−2 − 𝑎𝑛−2

𝑎𝑛−2 ≤ 𝑘 ≤ 𝑐𝑛−2

1              𝑐𝑛−2 ≤ 𝑘 ≤ 𝑎𝑛−2
𝑘 − 𝑐𝑛−1

𝑎𝑛−1 − 𝑐𝑛−1
𝑎𝑛−1 ≤ 𝑘 ≤ 𝑐𝑛−1

0             𝑘 > 𝑐𝑛−1

 (10) 

 

𝜇𝑛(𝑘) =

{
 

 
1              𝑘 ≤ 𝑎𝑛−1

𝑘 − 𝑎𝑛
𝑐𝑛 − 𝑎𝑛

𝑎𝑛−1 ≤ 𝑘 ≤ 𝑐𝑛−1

1                   𝑘 > 𝑐𝑛−1

 (11) 

 

“The maximum fuzzy Hill entropy for each segment of 𝑛–

level segments” can be expressed by: 

 

H1
α(p) = (∑(

𝑝𝑖
𝑃1
)α

t1

i=0

)
1

1−α (12) 

 

H2
α(p) = ( ∑ (

𝑝𝑖
𝑃𝑛
)α)

1
1−α

tn

i=t1+1

 (13) 

 

Hn
α(p) =

1

1 − α
( ∑ (

𝑝𝑖
𝑃𝑛
)α)

1
1−α

L−1

i=tn−1+1

 (14) 

 

where, α≠1, 𝑃1 = ∑ 𝑝𝑖 ∗ 𝜇1(𝑖)
t1
𝑖=0 , 𝑃2 = ∑ 𝑝𝑖 ∗

t2
𝑖=0

𝜇2(𝑖) ,⋯ , 𝑃𝑛 = ∑ 𝑝𝑖 ∗ 𝜇𝑛(𝑖)
𝐿−1
𝑖=0 . 

“The optimum value of parameters” can be obtained by 

maximizing the total entropy. 

 

𝜑(𝑎1, 𝑐1, … 𝑎𝑛−1, 𝑐𝑛−1)
= 𝐴𝑟𝑔𝑀𝑎𝑥([𝐻1(𝑡) + 𝐻2(𝑡) …
+ 𝐻𝑛(𝑡)]) 

(15) 

 

“The (n-1) threshold values can be obtained by employing 

the fuzzy parameters” as: 

 

𝑡1 =
(𝑎1 + 𝑐1)

2
, 𝑡2 =

(𝑎2 + 𝑐2)

2
, … , 𝑡𝑛−1

=
(𝑎𝑛−1 + 𝑐𝑛−1)

2
 

(16) 

 

In the proposed approach, we utilize Differential Evolution 

(DE) [19] which is a population-based global optimization 

technique Hill  entropy is optimized to acquire an image 

threshold by Differential Evolution  “DE” optimization 

algorithm. In the following an overview of differential 

evolution: 

An individual parameter vector (𝑖𝑡ℎ) of the population at 

generation time (t) in D-dimensional space vector can be 

expressed as: 

 

𝑍𝑖⃗⃗  ⃗(𝑡) = [𝑍𝑖,1(𝑡), 𝑍𝑖,2(𝑡), … , 𝑍𝑖,𝐷(𝑡)] (17) 
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The donor vector 𝑌𝑖⃗⃗ (𝑡) is constructed in every generation to 

modify the population members 𝑍𝑖⃗⃗  ⃗(𝑡) . Three different 

parameter vectors are collected at random from the current 

population “( 𝑟1, 𝑟2  and 𝑟3 -th vectors such that 𝑟1, 𝑟2  , 𝑟3 ∈

[1, 𝑁𝑃] and 𝑟1 ≠ 𝑟2 ≠ 𝑟3) “to construct the donor vector 𝑌𝑖⃗⃗ (𝑡) 
for every 𝑖𝑡ℎ member in one of earliest variants of DE. The 

donor vector 𝑌𝑖⃗⃗ (𝑡) is acquired by “multiplying a scalar number 

𝐹  with the difference of any two of three other parameter 

vectors”. The procedure for the 𝑗𝑡ℎ  component of the 𝑖𝑡ℎ 

vector can be articulated like: 

 

𝑌𝑖,𝑗⃗⃗⃗⃗  ⃗(𝑡) = [𝑍𝑟1,𝑗(𝑡) + 𝐹. (𝑍𝑟2,𝑗(𝑡) − 𝑍𝑟3,𝑗(𝑡)] (18) 

 

“A binomial crossover operation” is performed to enhance 

the possible diversity of the population and achieved on every 

one of the 𝐷  variables when a randomly selected number 

between 0 and 1 is within the 𝐶𝑟  value. In this case, the 

binomial distribution is followed by the number of parameters 

derived from the mutant. Therefore, each target vector 𝑍𝑖⃗⃗  ⃗(𝑡) 

and the trial vector  𝑅𝑖⃗⃗  ⃗(t) are constructed as follows: 

 

𝑅𝑖,𝑗(𝑡) = {
𝑌𝑖,𝑗(𝑡) 𝑖𝑓 𝑟𝑎𝑛𝑑𝑗(0,1) ≤ 𝐶𝑟𝑜𝑟 𝑗 = 𝑟𝑛(𝑖)

𝑍𝑖,𝑗(𝑡)𝑖𝑓 𝑟𝑎𝑛𝑑𝑗(0,1) > 𝐶𝑟𝑜𝑟 𝑗 ≠ 𝑟𝑛(𝑖)
 (19) 

 

The above equation is applicable for j=1,2,… Parameter 

𝑟𝑎𝑛𝑑𝑗(0,1) ∈ [0,1]is the 𝑗𝑡ℎ evaluation of a uniform random 

number generator 𝑟𝑛(𝑖) ∈ [1,2, … , 𝐷]. It is a randomly chosen 

index to guaranteed that 𝑅𝑖⃗⃗  ⃗(𝑡)  gets at least one component 

from 𝑍𝑖⃗⃗  ⃗(𝑡). In the last step, a selection method is employed to 

enhance the results. In case of the “cost function of the target 

vector is greater than the trial vector, the trial vector is replaced 

by the target vector on the subsequent generation”, otherwise; 

the target vector will continue in the population i.e.  

 

𝑍𝑖⃗⃗  ⃗(𝑡 + 1) = {
𝑅𝑖⃗⃗  ⃗(𝑡)𝑖𝑓 𝑓(𝑅𝑖⃗⃗  ⃗(𝑡)) > 𝑓((𝑍𝑖⃗⃗  ⃗(𝑡))

𝑍𝑖⃗⃗  ⃗(𝑡)𝑖𝑓 𝑓(𝑅𝑖⃗⃗  ⃗(𝑡)) ≤ 𝑓(𝑍𝑖⃗⃗  ⃗(𝑡))
 (20) 

 

 

3. EXPERIMENTAL RESULTS 

 

The proposed technique has been tested on different low 

contrast medical images. The simulations have been 

performed with MATLAB R2018a. We used sample of dataset 

of medical images shown in Figure 1. The goal is to efficiently 

segment an image in three different levels. Note that “for n-

levels segmentation problem the dimensionality of the search 

space is D=2*(n-1) as number of unknown fuzzy parameters 

are 2”. To verify the efficiency of the proposed segmentation 

approach, we compare our method with  Tao et al. [21] and 

Tang [22]. Experiments have been carried using low contrast 

medical images. In this section various types of dataset, 

including images of human brain, Lung and Liver  have been 

employed. In our experimental, “we first present the 

comparison results of the proposed approach using different 

three level of threshold”. Subsequently,  the results for Tao et 

al. [21] and Tang [22] have been provided. Finally,  Table 1 

has been given to show the “details of parameters obtained in 

the experiments of the proposed approach”. 

 

 
(a)                                           (b) 

 
(c)                                         (d) 

 

Figure 1. Sample of medical images 

 

We have compared our method with similar existing 

techniques based on qualitative evaluation. For that, the first 

original image of human brain and their corresponding 

qualitative results have been shown in Figure 2 (a), where level 

2, level 3, and level 4 of threshold-based segmentation results 

of our approach have been shown in Figure 2 (b), (c), and (d) 

respectively. The experimental results for Tao et al, method 

[21] and Tang method [22] have been shown in Figure 2 (e) 

and (f) respectively. It has been clearly visible from the results 

obtained through our approach make  the cerebral cortex 

outstanding i.e., perform better segmentation  than other 

techniques. In the similar way, Lung image’s results have been 

shown in Figure 3, where original image has been shown in 

Figure 3 (a), level 2, level 3, and level 4 of threshold-based 

segmentation results for our proposed technique have been 

shown in Figure 3 (b), (c), and (d) respectively. The results of 

Tao et al., method [21] and Tang method [22] have been 

shown in Figure 3 (e) and (f) respectively. Again, it has been 

evident from the results that segmentation performance of our 

technique is far better than compared approaches. The results 

with the third image “Liver” have been shown in Figure 4, 

where original image has been shown in Figure 4 (a), and level 

2 level 3, and level 4 threshold-based segmentation results of 

our approach have been shown in Figure 4 (b), (c), and (d) 

respectively.  Tao et al., [21] and Tang [22] results on Liver 

image have been displayed in figure 4(e) and (f) respectively. 

The results with the fourth image have been shown in Figure 

5, where original image has been shown in Figure 5 (a), and 

level 2 level 3, and level 4 threshold-based segmentation 

results of our approach have been shown in Figure 5 (b), (c), 

and (d) respectively.  Tao et al., [21] and Tang [22] results on 

Liver image have been displayed in Figure 5(e) and (f) 

respectively. It is evident from experiment results and 

qualitative performance analysis that our algorithm 

outperforms existing methods especially in case of low 

contrast image. 
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(a)                                (b) 

 
(c)                                (d) 

 
(e) Tang method [22] (f) Tao Method [21] 

 

Figure 2. Results with human brain image 

 

  
(a)                                (b) 

   
(c)                                (d) 

 
(e) Tang method [22] (f) Tao Method [21] 

 

Figure 3. Results with lung image 

 
(a)                                (b) 

 
(c)                                (d) 

 
(e) Tang method [22] (f) Tao Method [21] 

 

Figure 4. Results with liver image 

 

 
(a)                                       (b) 

 
(c)                                   (d) 

 
(e) Tang method [22]         (f) Tao method [21] 

 

Figure 5. Results with lung COVID 19 image 
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Table 1. Parameter values obtained using DE for 2-4 level 

thresholds of the proposed approach 

 
Image Level Parameter Values 

Fig. 1(a) 

2 95   115   163   184 

3 59    65   100   102   200   232 

4 38    79    83    106   125   214   216   231 

Fig. 2(a) 

2 38   104   156   182 

3 37   100   154   157   158   190 

4 9     16    29     78   101   167   169   213 

Fig. 3(a) 

2 2    107   136   236 

3 28    53    60    78   139   197 

4 6      53    74   129   184   202   230   251 

Fig. 4(a) 

2 0    53    96   111 

3 46    56    91   119   131   145 

4 57    63    83   110   113   116   131   145 

 

 

4. CONCLUSIONS 

 

Different methods for medical image segmentation have 

been analyzed and found that segmentation accuracy for low 

contrast image is not significant. Therefore, Differential 

evolution optimization-based Hill entropy for low contrast 

medical image segmentation is proposed. Our approach is 

superior to others because it considers not only the information 

of background and foreground, but also have role of 

foreground and background in threshold computation  process. 

Another advantage of our technique is that after threshold, it 

preserves main features from original image. This technique 

has improvement than existing approaches in terms of 

“increased accuracy and reduced computational complexity”. 

The performance evaluation and experimental results proves 

that the proposed technique can effectively handle 

segmentation task especially in case of low contrast image.  
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