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 This paper provides an overall design and implementation perspective of a laboratory-scale 

automated visual inspection system for the beverage industry's production line. A case study 

has been undertaken where the image processing algorithm inspects the beverage bottle for 

any defects. Different defects such as improper labeling and improper liquid level can be 

detected using the image processing algorithm. A laboratory prototype of the conveyor belt 

has been built, and a prototype filling plant has been established to verify the simulation 

results. 
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1. INTRODUCTION 

 

Quality inspection of the finished product is a significant 

challenge in the production process of an industrial 

manufacturing plant. A multistaged inspection comprising of 

different parts, sub-parts, sub-assemblies, and final products is 

required to improve the finished product’s quality and 

reliability in a mass production facility. Visual inspection of 

the finished product quality is the industry’s norm because 

using visual inspection, a functional defect or a cosmetic 

defect can be ascertained easily. A human-based visual 

inspection system is slow, erratic, expensive, and less accurate. 

Therefore, the modern manufacturing industry focuses on 

automated visual inspection systems using high-end imaging 

devices and high-power processing platforms [1]. 

A review of the industrial vision system can be found in the 

studies [2-8]. Figure 1 presents the flow of product in an 

assembly line where the raw material is converted to a finished 

product in different steps, and after the finished product is 

available, a set of the inspection system is initiated to inspect 

the quality of the finished product. Once the quality of the 

finished product is ascertained, then it is packed and 

dispatched to the market. 

Visual inspection system can have four types of inspection, 

such as: 

• Inspection of dimensional quality 

• Inspection of surface quality 

• Inspection of correct assembling 

• Inspection of accurate or correct operation 

Designing an automated visual inspection system is 

complicated as it requires multiple high-resolution cameras 

with high-speed capturing and processing facilities. Dedicated 

illumination and optical system play a vital role in the 

automated visual inspection system. Multiple vision platforms 

are used for the inspection of the different features of the 

finished product. Every vision platform comprises multiple 

camera and illumination sources used for image acquisition 

and image processing. For image acquisition, geometric 

camera calibration is one of the essential steps. Camera 

parameters include intrinsic, extrinsic, and distortion 

coefficients. 

 

 
 

Figure 1. Flow of product in an assembly line 

 

Pinhole camera model and lens distortion model of camera 

calibration is widely used [9, 10]. Machine vision-based can-

end inspection system has been discussed by Chen et al. [11] 

and vision inspection system for beer bottle has been discussed 

by Duan et al. [12]. Feature extraction for fill level and bottle 

cap inspection in the bottling machine has been proposed by 

Yazdi et al. [13]. Vision-based liquid particle inspection of 

pharmaceutical injection has been proposed by Zhang et al. 

[14]. A vision-based system for empty bottle inspection has 

been reported by Huang et al. [15]. Saliency detection and 
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template matching techniques have been used for visual 

inspection of the bottom of the glass bottle [16]. 

Morphological analysis and machine learning have been used 

to detect liquid impurities [17]. The empty bottle detection 

technique has been discussed by Duan et al. [18]. Vision-based 

inspection of olive oil bottling plant has been discussed by 

Abdelhedi et al. [19]. A programmable logic controller (PLC) 

has been used to control the conveyor belt of a bottling plant 

[20]. A detailed discussion on industrial vision system with 

multiple cameras, host PC, PLC, manipulators and cameras are 

discussed by Martínez et al. [21]. 

A comprehensive survey of modularity of PLC and PLC 

based software for automated production system has been 

outlined in the study [22]. Recently deep learning based 

technique is used to classify bottles using machine vision 

approach [23, 24].  

This paper provides a tutorial aspect of the design of an 

automated visual inspection system. The dataset used for 

simulation is provided by Solomon and Breckon [25]. The 

dataset comprises 141 images of the bottle leaving a 

hypothetical bottling facility. A high-speed camera has 

captured the images at a near-constant lighting condition. The 

motion blur of the image has been eliminated. A visual 

inspection system has been developed in software where the 

algorithm detects the faulty bottle. To validate the simulation 

result, a laboratory prototype vision inspection model has been 

developed and real-time image acquisition and processing has 

been carried out. 

This paper is organized as follows. Section 2 provides the 

problem formulation for an automated visual inspection 

system. Section 3 provides the simulation results. Section 4 

describes the experimental setup and results obtained from 

experimentation. Section V concludes the paper. 

 

 

2. PROBLEM FORMULATION 

 

This paper considers a hypothetical bottling facility and 

captures the image of Coca-Cola bottle with the help of a high-

speed camera when the bottle is leaving the conveyor belt. 

There is a near constant lighting condition. There are all total 

141 captured images [25]. 

There can be many kinds of defects in the Coca-Cola bottle. 

Some of the faults are as follows: 

• Bottle under-filled or not filled at all 

• Bottle over-filled 

• Bottle has label missing 

• Bottle has label but label printing has failed 

• Bottle label is not straight 

• Bottle cap is missing 

• Bottle is deformed 

The objectives of the paper are: 

1. To develop an image processing algorithm which can 

detect the above mentioned faults.  

2. To develop a hardware prototype which can emulate 

the working of real-time machine vision system.  

 

 

3. SIMULATION RESULTS 

 

Figure 2 shows the original image database used in this 

study. The image database comprises of multiple images 

which indicate different faults in the bottle (discussed in 

Section 2).  
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Figure 2. Image database [25] (a) Underfilled, (b) Overfilled, 

(c) No label, (d) Faulty label, (e) Label not straight, (f) 

Missing Cap, (g) Deformed bottle, (h) Ideal bottle 

 

For image processing operation, first the image is converted 

to greyscale and binary image. The image contrast has been 

enhanced using the following equation: 
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where, f(x, y) is the original image and g(x, y) is the output 

image which is a grayscale image. The coordinates of a 

particular bottle in the image are computed and the compared 

with the coordinates of the other bottles in the image. A 

threshold is computed and the coordinate of the damaged 

bottle is computed where region of interest (ROI) is found. The 

image processing steps followed are simple, accurate and takes 

less computational time. 
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Figure 3 presents the output of image processing 

algorithm where the algorithm detects the faults. In Figure 3(a) 

shows the detection of overfilled bottle as well as the bottle 

which has improper labeling. Figure 3(b) presents the 

detection of a void space between two consecutive bottles. 

Figure 3(c) detects multiple faults such as bottle with no cap 

and underfilled or empty bottle with cap. Figure 3(d) detects 

the overfilled bottle. Figure 3(e) and Figure 3(f) detects empty 

or underfilled bottle and bottle with no labelling. 
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Figure 3. Output of vision system with fault detection at each 

case 

 

Different performance metrices have been calculated for the 

simulation program and these are summarized in Table 1. 

From the performance metrices it can be ascertained that the 

sensitivity and precision of the image processing algorithm is 

high and false discovery rate is low.  

 

Table 1. Performance metrices 

 
Performance Index Formula Results 

Precision 
TP

TP FP+
 0.9884 

False discovery rate 

(FDR) 

FP

TP FP+
 0.12 

Sensitivity or Recall 
TP

TP FN+
 1 

Fallout (FPR) 
FP

TN FP+
 0.018 

Specificity 
TN

TN FP+
 0.918 

Accuracy 
TP TN

TP FN TN FP

+

+ + +
 0.98 

Prevalence 
TP FP

TP FN TN FP

+

+ + +
 0.18 

 

where, TP stands for true positive, TN stands for true negative, 

FP stands for false positive and FN stands for false negative. 

 

 

4. EXPERIMENTAL RESULTS 

 

To demonstrate the real-time vision based inspection 

system, a laboratory prototype has been developed. Figure 4 

presents the block diagram of vision based inspection of 

beverage system. A conveyor belt is used to emulate the 

conveyor belt of bottling plant. Geared DC motor is used in 

the conveyor. Table 2 presents the technical specification of 

experimental setup. Microsoft lifecam is used for capturing 

images at 30 frames per seconds. The camera is place above a 

tripod at a particular position. Proper lighting condition has 

been assured for image acquisition. To remove any 

background subtraction issue, a uniform background has been 

used. In the hardware setup, only one camera is used to capture 

the front view of the object whereas multiple cameras can be 

used to capture different views of the object.  

 

 
 

Figure 4. Block diagram of vision based inspection of 

beverage system 

 

Figure 5 presents the flow diagram of experimental setup 

developed. If the photoelectic switch detects the presence of 

any object, then the camera captures the image of the object 

and performs the image processing operation. If the object 

passes the machine vision test then it is deemed as fit for 

packaging or else it is deemed unfit for the packaging purpose.  
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Figure 5. Flow chart of experimental setup 

 

Table 2. Technical specification of experimental setup 

 
Part name Manufacturer Specification 

Camera 
Microsoft 

LifeCam 
30 fps 

Geared DC Motor Pittman 

Supply: 24 V DC 

Ratio: 65.5:1 

CPR: 500 

Photoelectric switch 

(Diffused type) 

YOS-18-P-U-

X-3 
10 V to 30 V DC 

Data Acquisition 

System 

NI USB 6008 

National 

Instruments 

8 channel 12 bit ADC 

Maximum sampling 

rate of single channel: 

10 kS/sec 

 

4.1 Camera calibration 

 

The camera calibration algorithm calculates the camera 

matrix using extrinsic parameters (rigid transformation from 

3-D world coordinate to 3-D camera coordinate system) and 

intrinsic parameters (projective transformation from 3-D 

camera coordinate to 2-D image coordinate). The extrinsic 

parameter comprises rotation and translation, whereas the 

intrinsic parameter consists of focal length and optical center. 

Camera calibration is carried out using the in-built tool of 

LabVIEW. 

 

4.2 Sensor and data acquisition system 

 

Diffused type photoelectric switch acts as a proximity 

sensor. The photoelectric sensor comprises an Emitter for 

emitting light and a Receiver for receiving light. When emitted 

light is interrupted or reflected by the sensing object, it 

changes the light that arrives at the Receiver. The Receiver 

detects this change and converts it to an electrical output. The 

output of the photoelectric switch is provided to the data 

acquisition card (in this case, NI USB- 6008). The data 

acquisition system’s output and the camera are interfaced to 

the personal computer where Laboratory Virtual Instrument 

Engineering Workbench (NI-LabVIEW) program is 

developed. Figure 6 provides the photograph of the 

experimental setup.  

 
 

Figure 6. Experimental setup for vision based inspection of 

beverage system 

 

 
 

Figure 7. LabVIEW front panel for visual inspection system 

(Unable to detect the bottle cap) 

 

 
 

Figure 8. LabVIEW front panel for vision inspection system 

(Perfect detection of bottle cap) 

 

 
 

Figure 9. LabVIEW time computation 
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The LabVIEW program provides the vision-based 

inspection system. Figure 7 provide a case where the image 

processing algorithm is not able to detect the bottle cap 

whereas in Figure 8 the image processing algorithm is able to 

detect the bottle cap. Figure 9 provides the estimated time 

required by the NI vision assistant to perform the image 

processing task.  

 

 

5. CONCLUSIONS 

 

This paper provides a design procedure to develop an 

automated visual inspection system to detect faults in the 

finished products in the beverage industry. This paper 

considers a case study of the Coca-Cola bottling plant where 

image databases are provided, and the image processing 

algorithm detects the different types of faults in the image. In 

addition to the software-based vision system, this paper 

includes design details of a laboratory prototype model of a 

vision system where a conveyor belt is used to replicate the 

bottling plant. A photoelectric sensor senses the object’s 

proximity, and the camera acquires and processes the image to 

detect any fault. 
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