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Industrial systems become more and more complex. This complexity is due to the great 

number of elements that compose them and their interactions. This paper describes a multi-

agent approach for modeling such systems. All of their parts are considered and are 

modeled by using adequate agents. The set of preoccupations were identified to find 

convenient multi agent models for their resolutions. Then, we implemented our application 

by using a MADKIT multi-agent platform. The main goal of this work is to build a 

simulator based on reactive agents able to translate this complex industrial system into a 

data processing programs that can represent its structure, its behavior, its interaction, its 

control loops and verify the integrity and its proper functioning. A concrete application of 

this approach was materialized by building an industrial gas process simulator. 
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1. INTRODUCTION

Modeling and simulation of industrial processes remain a 

major challenge. Many works were devoted to deep study this 

domain considering systems organization, matter and energy, 

collective behaviors and their inherent emergent properties, 

etc. Among the proposed modelling approaches, Agent Based 

Modelling and Simulation (ABMS) to decompose the global 

system on its constituents. The behavior of the complex 

system emerges from the local behaviors of the various 

interacting entities that compose it [1, 2]. In modern industry, 

advanced technologies are employed to develop industrial 

processes. The vast majority of these systems can be 

considered as complicated or complex in the sense that they 

are composed of a large number of interacting elements.  

The concern of the work presented here deals with the 

modelling and the simulation of an industrial process for a gas 

plant. Our team has conducted various similar projects by 

using different approaches (DEVS, MAS, etc.) [3-5]. This 

project is part of the training of new recruits; so that they can 

follow and understand how the process works. 

The use of computer tools for modeling offers the advantage 

of building a computer model that is very faithful to the 

considered system or to a set of its parts, then to judge the 

behavior of the obtained model as a function of the inputs. This 

makes it possible to handle, to observe and to improve 

understanding of its behavior and allows avoiding many 

possible errors concerning its future evolutions. The shutdown 

of certain large so-called critical systems can cause material 

and financial damage. For these systems, the use of models 

representing them is of substantial help. In fact, instead of 

stopping the operation of all or part of a plant, it suffices to 

consider the models, which represent them. This is the case, 

for example, with industrial boilers. The shutdown of such 

equipment can cause financial damages of the plant and to 

restart it may take a long time. 

The modeling of systems has been the subject of many 

studies and researches considering its important impact on 

the phenomena implemented. Fishwick’s [6, 7 ]  considers the 

modeling as a set of metaphors and analogies to better 

understanding any phenomena [7], defined the computer 

simulation as follows: “Computer simulation is the discipline 

of designing a model of an actual or theoretical physical 

system, executing the model on a digital computer, and 

analyzing the execution output”. Three fundamental phases 

are considering by this definition: The model design, the 

execution of the obtained model and the obtained results. 

Furthermore, Zeigler et al. [8], detail the simulation process 

according to the following criteria: 

(1) The abstract or real source system of interest.

(2) The conditions of system experimentations.

(3) The system specification that defines the model: A

computer program, a set of mathematical rules, equations or 

other constraints for the system behavior generation.  

(4) The computation system so-called the simulator which

is a system capable of executing the obtained model to 

generate its behavior.  

(5) The modeling relation, which deals with the relation

between a model, a system and an experimental frame. It 

defines the validity of the model, its ability to faithfully 

capture the system behavior within the extent demanded by the 

objective of the simulation study.  

(6) The simulation relation, which defines the relation

between a simulator and a model. It deals with the ability of 

the simulator to correctly simulate the model, to faithfully 

generate the model's output trajectory given its initial state and 

its input trajectory.  

From these definitions, one can deducts that the model 

experimentation is what we say its simulation. Practically, 

a simulation is the execution phase of the model. Given a set of 

pertinent data as input of the model, this phase consists to make 

evolving the model and to observe and analyze the obtained results. 

In some cases, simulation of complex systems can take 

hours or even days and consumes a lot of CPU time. This is 

why developers have recourse to methods of reduction of the 

complexity. Among these methods, one can cite parallel 
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simulation, the decomposition of the phenomenon in several 

entities of less complexity or the use of fast and parallel CPUs 

[9-11]. 

The search for high fidelity, precision and adaptation 

requires that modeling and simulation data-processing tools be 

chosen with great care. Their use in the field of modeling and 

simulation is very widespread ensuring excellent qualities for 

which the improvement is continuous with very reasonable 

costs. 

Several modeling approaches, methods and tools have been 

and continue to be used in the literature. 

Petri nets (PN) [12] are among the most efficient and widely 

used tools. These networks, despite their simplicity, make it 

possible to represent the dynamics of systems. Several 

variations and extensions of these networks have been 

developed such as Colored PN (CPN) and Timed PN [13, 14]. 

Despite their 62 years of existence (PN was introduced by 

Adam Petri in 1962 in his PhD. Thesis), they continue to be 

relevant today.  

The Unified Modelling Language (UML) state chart 

diagrams are other powerful semi-formal tools that are able to 

represent the behavior and the interactions between the actors 

of a system [15]. Multi-agent systems (MAS) are used 

modeling tools that offer the advantage of a fine 

decomposition of a real complex system into a set of its 

components. The behavior of the global system emerges from 

that of the behaviors of its entities. The notion of agent 

designates an entity whose functioning is autonomous and 

which is capable of carrying out a set of tasks [16, 17]. These 

systems are used more and more in computer systems because 

of their flexibility, their simplicity, their effectiveness, and 

their possibility of extension. Moreover, the description given 

by a MAS can easier be understood by a human observer.  

In this work, we adopted a top-down method for the 

industrial simulator design and used a Agent Based Modelling 

and Simulation (ABMS) approach for these aforementioned 

advantages. The whole system is decomposed in pertinent sub-

systems. A reactive agent represents each of them. The 

communication between agents is ensured by message passing. 

To design the simulator model, we opted for the AALAADIN 

organizational model. We used the MADKIT (the Multi Agent 

Development KIT) multi-agent platform for the 

implementation of the obtained model. Both AALAADIN and 

MADKIT were developed at the Laboratoire d’Informatique 

de Robotique et de Micro electronique de Montpellier 

(LIRMM) [18-23] and use the Agent / Group / Role approach. 

The rest of this paper is organized as follows: Section 2 is 

dedicated to related works. Section 3 presents the multi-agent 

systems based approach. Section 4 concerns the proposed 

approach. Section 5 introduces a use case of an industrial 

system simulation. and finally, section 6 concludes this paper.  

 

 

2. LITERATURE REVIEW 

 

The importance of the Multi Agent Based Simulation has 

attracted a number of research works concerning several 

application domains, which have been addressed in recent 

years. There are a large number of scientific articles dedicated 

to this subject.  

The intuitive and simplistic idea of a multi-agent 

organization is to distribute the components of a global system 

into sub-sets of lesser complexity which can have autonomous 

operations and which can interact to achieve a common task. 

Survey reported by Abar et al. [24] gives a precise idea of 

the scope of the fields covered by modeling and multi-agent 

simulation as well as the software tools dedicated to each field. 

Bandini et al. [25] describes the agent based modelling and 

simulation problems and some application domains. 

Chen et al. [26] describe the modeling and the simulation of 

stochastic heat pump usage behavior in residential 

communities, which is a mechanical domain. Mahmood et al. 

[27] reports an agent-based modeling simulation of the natural 

phenomenon related to the rapid prototyping of wind power 

plants. Macal [28] present a multi-agent systems dedicated to 

modelling systems engineering and management problems. 

Herrera et al. [29] is a survey of the applications of the MAS 

in the systems engineering. Zhou et al. [30] present a survey 

of agent-based simulation packages that concerns the energy 

consumption markets. The paper investigated an agent- 

mediated simulation framework aiming to facilitate the 

development of models for electricity markets. 

The field of education has also been invested in multi-agent 

modeling. A MAS based modelling and simulation of 

intelligent teaching system is presented [31]. 

Many contemporary contributions for agent-based 

modeling for the IoT and the cloud-fog computing have been 

surveyed [32, 33]. Nanna et al. [34] presents a Multi-Agent 

System for Simulating the Spread of a Contagious Disease. 

 

 

3. THE MULTI AGENT SYSTEM 

 

Multi-agent systems are an emerging conceptual paradigm 

to simulate the interaction of multiple autonomous agents in 

an environment [35-44]. Multi-agent systems have many 

applications; our interest here is in their use to build an 

operational simulator of an industrial system. In general, a 

system is called multi-agent when it contains a set of 

interacting agents, which evolve in some environments. An 

agent is influenced by the perceived situation in the 

environment and react on it. Multi-agent Systems have been in 

the research arena for at least 40 years now. To our knowledge, 

the foundations of MAS date back to around 1980 when these 

systems were introduced during the Workshop on Distributed 

Artificial Intelligence (DAI), held at the Massachusetts 

Institute of Technology (MIT) in June 1980. MAS was 

identified as a branch of the distributed artificial [45, 46]. 

There is no common agreement about a definition of the term 

agent. In general, we can say that an agent is an entity 

(hardware or software) which is different from an ordinary 

program in the sense that it is endowed with autonomy for 

functioning in environments shared by other agents [38, 42]. It 

is able of evolving in an environment through the acquisition 

of information emitted by the latter and by acting on it. The 

architecture of an agent varies from a simple structure formed 

of production rules often linked to very complex structures 

where the agent can be endowed with advanced mechanisms 

of cognition and reasoning referring to it an associative and 

social character [42]. 

Ferber [38] definition of the term ‘multi-agent system’ 

refers to a system consisting of the following parts: 

<O,A,L,R,Op,U> 

where,  

O, A and L constitute sets of the environment E. 

O is a set of objects that can be manipulated by the agents 

(percepted, created, destroyed and modified). 
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A is a set of agents. The agents are the active entities of the 

system. They are able to perform actions. 

L is a set of locations. It determines the possible positions 

of the agents in space. 

R is a set of relations to link agents and objects. 

Op is a set agent’s operations. 

U is a set of operators called universe law. 

 

 

4. THE PROPOSED APPROACH 

 

The work concerned by this present theme is related to the 

development of industrial process simulators in the 

hydrocarbon sector. This involves providing educational 

support to technical staff so that they can understand the 

different stages of the process. 

The proposed approach is a top down approach, which starts, 

therefore, from the overall process and then divides it up 

according to the fundamental units (see Figure 1) after having 

identified them. 

 

 
 

Figure 1. The decomposition process 

 

The process cutting procedure is carried out as follows: 

(1) In phase 1, the process is studied in detail. The principle 

of its operation is clearly established and all its the atomic 

components are identified. This phase concerns the general 

process investigations. 

(2) In phase 2, the different units making up the process are 

identified according to the detailed technical diagram of the 

process (b). These units will constitute the agent groups that 

constitute the modeled system. 

(3) In phase 3, the model of the simulator is developed each 

unit is isolated to be individually modeled and the obtained 

units are assembled in a global diagram. 

Three additional control and communication units are added 

to the model: 

(a) A coordinator whose role is to control and manage the 

execution of the whole system. 

(c) An input interface through which the user can act on the 

system. 

(d) An interface for visualizing the progress of the process 

according to the inputs sent by the user. 

We have adopted this approach for the design of our 

simulator. 

 

4.1 AALAADIN organizational model  

 

For the design of this kind of simulators, we opted for a solution 

using multi-agent systems. An agent represents each unit. The 

same goes for the coordinator, the input interface as well as the 

display interface. 

Our choice fell on the AGR (Agent-Group-Role) approach. This 

approach was developed at the computer science, robotics and 

mechanics laboratory in Montpellier (LIRMM) [18]. The 

AALAADIN meta-model is an organizational model for the 

modeling of multi-agent systems based on AGR concepts and 

it offers a set of conceptual tools for the implementation of 

applications based on multi-agent systems. The basic 

principles of this approach are briefly explained bellow and 

illustrated in Figure 2 [19, 21]. 

 

 
 

Figure 2. The AGR model 

 

In the AGR model, an agent can play one or more roles; he can 

be a member of one (at one group) or more groups. A group is made 

up of at least one agent. An agent who does not belong to a group 

can request to join this group. Several agents can play the same role. 

An agent can communicate with another only the two agents are in 

the same group (Figure 3). 

 

 
 

Figure 3. Example of organizational AGR model of the 

simulator 

 

4.2 The MaDKit platform 

 

The Multi Agent Development Kit platform is a free software 

for the design and the simulation of Multi-Agent Systems 

(MAS) [23, 47]. MadKit is a general purpose multiagent 

platform with agent based simulation layer under licence GPL 

(General Public License) and LGPL (Lesser General Public 

License). there are several online documentation, forum, FAQ 

and examples about this MAS platform. 

The MadKit platform is built around the agent/group/role 

(AGR) concepts. There are three basic principles in this 

platform:  

• Micro-kernel architecture 

• Agentification of services 

• Component model for graphical interface 

MadKit is a set of packages of Java classes. It implements a 

reduced size agent kernel, various libraries of messages, 

probes and agents. In addition, Madkit includes a useful 
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graphical development environment and many other agent 

handling systems. Madkit implements different tools for the 

management of agents, groups and roles according to the AGR 

model. This platform is based on the AALAADIN meta-model. 

 

 

5. USE CASE 

 

Pure natural gas (NG) is a fuel unfit for consumption due to 

the presence of impurities, particularly water and carbon 

dioxide (H2O and CO2), which reduces its calorific value. 

Liquefaction of NG requires cooling to about -165℃. 

Knowing that the freezing temperature of the water is at 0℃ 

and that of the CO2 at -20℃, this will clog the pipes of the 

machines during the liquefaction process. It is for these 

reasons that NG must be treated (decarbonized and dehydrated) 

before the liquefaction operation. Decarbonation is the 

extraction of carbon dioxide CO2 from natural gas and 

dehydration consists of extracting water from it. There are 

several industrial ways to execute the decarbonation. Presents 

the process adopted in this work [48]. 

 

5.1 The natural gas decarbonation process 

 

We consider, here, two operations for the decarbonation 

process: i) the washing operation, which is intended to extract 

the CO2 from the NG with an M.E.A (C2H5ONH2), and the 

regeneration phase, where the results from the washing 

operation enters a regeneration tower so that they release CO2 

and then restore the MEA solution. Figures 4 and 5 illustrate 

the dedicated equipment. 

 

 
 

Figure 4. Technical drawing of the washing process 

 

 
 

Figure 5. Technical drawing of the regeneration process 

According to the breakdown system phases presented 

Figure 1, at first and after studying and analyzing the whole 

system as presented in Figures 4 and 5, the following four 

points are highlighted:  

● The system ordered: it is the decarbonation process. It 

contains a set of organs (T-101, T-102, D-116, E-112, E-

104 ...) which carry out the various chemical reactions to 

achieve the decarbonation of the Natural Gas. 

● The control system: this is the distributed control system 

for the natural gas decarbonation process. It is formed by 

a set of autonomous, modular and dis- tributed 

instruments. They are intended for the control and 

regulation of the process. These instruments are divided 

into two sections: 

● The washing section: it groups the regulation valves 

(FV-109, FV-103, FV-101, PV-101), which are regulated 

by a control system, which contains the different 

regulation loops.  

● The regeneration section: also contains a set of control 

valves (FV-107, PV-102, LV-116, LV-105, LV-101), 

which are regulated by the same control system. To carry 

out this adjustment the control system is based on the set 

of instructions. 

 

5.2 The proposed AGR model 

 

To build an interactive simulator for the above-mentioned 

industrial gas process, the three following groups as depicted 

in Table 1 have been distinguished. Note that this point 

corresponds to the phase 2 of the proposed simulation 

approach. This decomposition was obtained after a meticulous 

study of the NG decarbonation process as well as the material 

structure and the arrangement of the interactions between the 

different material components (pressure, level, flow control, 

etc.). This article will not go into the precise details of how the 

system works. 

The APM agent ensures the time synchronization between 

the different units. This particular agent (APM) serves as a 

coordinator in the system. 

This decomposition was obtained after a meticulous study 

of the NG decarbonation process as well as the material 

structure and the arrangement of the interactions between the 

different material components (pressure, level, flow control, 

etc.). This article will not go into the precise details of how the 

system works. 

The APM agent ensures the time synchronization between 

the different units. This particular agent (APM) serves as a 

coordinator in the system. 

 

5.3 The AALAADIN model 

 

The entire model with links between all the components 

(agents) of the system is depicted in Figure 6. This step 

corresponds to the phase 3 of the proposed demarche. 

 

5.4 The system implementation 

 

The simulator was developed by using the Mad Kit agent 

platform based on AALAADIN model.  

The Mad-Kit architecture is based on the following three 

design principles: 

• Micro-kernel architecture. 

• Systematic agentification of services. 

• Use of a componential graphics model. 
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Figure 6. The AALAADIN model of the LNG simulator 

 

Table 1. Obtained agents, groups and roles 

 
Id_Group Id_Agent Role 

Perturbation 
GUS To interact with the system 

APM To acquire the Instructions 

Washing 

APM 
To set and to regulate the washing 

group 

FV-103 To control the Amine flow 

FV-101 To check the natural gas flow 

PV-101 To check the pressure of T-101 

FV-109 To check the steam flow of E-102 

Regeneration 

APM 
To set and to control the 

regeneration group 

FV-107 To check steam flow E-104 

PV-102 To check the pressure T-102 

LV-101 To check the level of T-101 

LV-116 To check the level of D-116 

LV-105 To check the level of T-102 
Noto:  

APM: The Agent Process Manager is the coordinator agent. 

GUS: The Graphical User System. It provides the interface between the 
operator and the system 

The other agents represent the functional units of the process: 

FV: Flow Agents (Control of the gas flow) 
PV: Pressure Agents (Control of the gas pressures) 

LV: Level Agents (Control the of levels).  

 

Mad-Kit's micro kernel is a small agent execution 

environment. It provides the following functionalities: 

 

5.4.1 Management of local groups and roles 

The micro kernel provides the basic Mad-Kit operations at 

the lowest level such as the management of the organizational 

structure (Agent / Group / Role), which allows the use of 

groups and roles to any agent and maintains the correct 

information about the agents in each group and their roles. 

 

5.4.2 Agent lifecycle management 

The micro kernel manages the starting and stopping of the 

agents, and maintains reference tables of all the launched 

agents, it assigns a global address to each agent consisting of 

the kernel address and the agent address in the local kernel 

(AgentAddress). 

5.4.3 Local message passing 

The passage of messages between the agents is taken care 

of by the micro kernel of Mad-Kit, which distributes the 

messages between the local agents. A message is sent by 

copying it into the buffer of the receiving agent. 

 

5.4.4 Systematic agentification of services 

The set of services offered by the platform is individually 

embodied by an agent or a set of agents to provide services 

like monitoring the state of the system, connection to a 

network of kernels, agent migration, management of non-local 

messages, security of agent organizations, simulation tools 

and in general all applications and extensions of the platform. 

The GroupeObserver agent shown in the Figure 7 belongs to 

the MadKit platform. It provides the services to monitor the 

states of our simulator. In addition, it allows us to observe the 

membership of the roles of the agents in each group of our 

system, as well as the information on the various message 

exchanges between the agents of the system (sender, receiver, 

type of message, content, date and time of sending, etc.). 

 

 
 

Figure 7. The group observer agents 

 

5.5 The MADKIT agents 

 

The important entity for programming under Mad-Kit is the 

AbstractAgent class. It defines the basic methods that an agent 

has: like the void walk () method for communication, but this 

class does not define its behavior. This task is devoted to the 

developer who defines the behavior of the agent according to 

his needs, that is to say the static and/or dynamic 

polymorphism of these methods. The agent’s heirs to this class 

must be in permanent communication (sending and receiving 

messages). For this, they also necessarily inherit the 

ReferenceableAgent interface through which the micro kernel 

references the agents so that they are identifiable. 
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Example: 

 
public class Agent_valve_fv_101 extends 

AbstractAgent implements ReferenceableAgent 

{                    } 

 

- Activation section: which contains the code to be executed 

when the agent is created, this code is written in the activate() 

method. 

- End section: It is represented by the voidend() method, it 

contains the code to be executed if the agent has finished 

processing or when the agent is killed. 

Between the two previous sections the agent has a job to do 

and a mission to accomplish within the system. The behavior 

of an agent must be coded in the predefined void live() method 

for the heirs of the Agent class and in the void walk() method 

for heirs of the AbstractAgent class. These methods will be 

executed directly after the activation section, that is, during 

launch. 

 

5.6 Managing groups and roles 

 

The group creation is done by the createGroup (…) method. 

By example: createGroup (Boolean distributed, String 

comunauty1, String group1, String s, GroupIdentifier a). 

This method is used to create the group group1 in the 

community community1 if this parameter is present otherwise 

the group is "public". The group is distributed if the Boolean 

parameter distributed is true and local (i.e. agents are not 

visible to remote kernels) otherwise. The parameter s is used 

to describe the overall structure of the group, but this device is 

not yet used. The parameter must be a GroupIdentifier, that is, 

an object that implements a security mechanism. 

 

5.7 Message passing 

 

Communication: The agent’s interactions are made by 

exchange of messages. This exchange of information is done 

through the Message class. This class defines things like 

transmitter, receiver or the date of issuance. 

Message passing: In sending of messages the sendMessage 

method (AgentAddress, message) is the most basic and lowest 

level. It sends the message to the agent at “ AgentAdress" 

which may be acquired by way of any other agent via 

requesting both group and role. Two parameters are used: 

- The first one is AgentAddress type that allows a  unique 

identity of the address of the receiving agent. It is getting 

back thanks to the getAgentWithrole (group, role) method. 

- The second suggests the message to be send. For example, 

the ObjectMessage class allows sending any object.   

For the receiving messages, there are two methods: 

-IsMessage Box Empty(): Checks if the agent has not read 

his mailbox messages, which returns true if it is empty and if 

there are unread messages it returns false. 

-NextMessage() method for recovering the first unread, and 

to remove it from the message box. 

 

Example: 

 
ObjectMessage   obj = new 

ObjectMessage((Object)message); 

AgentAddress    adr = 

getAgentWithRole(groupe,role); 

sendMessage(adr,obj);   

} 

To read a message, the agent consults his mailbox via the 

isMessageBoxEmpty() method which returns true if it is 

empty, if there are unread messages it returns false, in this case 

the nextMessage() instruction removes and return the oldest 

unread message in the agent's message box. 

 

Example: The following portion of the code shows the use of 

these methods by the APM agent 

 
public void walk() 

{    while (!isMessageBoxEmpty() ) 

 {           message= 

(ObjectMessage)nextMessage();  

                          

analyser_message(message); }} 

 

5.8 The scheduling 

 

The Scheduling under Mad-Kit is delegated to agents 

inheriting from the Scheduler class. The purpose of an agent 

scheduler is to coordinate the execution via generic tool 

objects called Activators, these are the means for the scheduler 

to identify a set of agents. The code of an Activator contains 

all the methods of the other agents that it will invoke when it 

is activated by the scheduler agent. Note here that the methods 

invoked by activators are those of agents which inherit from 

the AbsractAgent class and implement the 

ReferenceableAgent interface, and not the agents inheriting 

from the Agent class. Indeed, the use of schedulers and 

activators reduces the early CPU usage by the system agents, 

on the other hand, the use of schedulers and activators gives 

more flexibility. We have enabled an Agent Scheduler which 

uses a set of activators as a means to run the agents in our 

system.  

The scheduler is composed of the following activators:  

• An activator that executes the code of the disturbance 

agent.  

• Two activators, one for processing and one for the 

graphical display, that run the APM agent.  

• Two activators, one for treatment and one for the graphical 

display, which run the Agents in the Regeneration group. 

• Two activators, one for processing and the other for 

graphical display, to run the Agents in the Washing group. 

 

5.9 The simulator interaction interfaces  

 

The two main interfaces of our project are presented in 

Figures 8 and 9. These two interfaces concern the washing 

section and the interface of the regeneration section. They 

allow the user to drive the system operation and supply it by 

loading different data inputs.  

The simulator's graphical interfaces offer several tools 

allowing the user to control and monitor changes in the process. 

Among these parameters, we present a few below: 

a) The input parameters: 

- The operator can act on the input elements of the system 

(valves,…) by entering set point values and observe the 

behavior of the simulator accordingly. 

- The simulator clock can be clocked in step-by-step mode: 

The simulator displays a state then waits for the operator to 

validate the clock to go to the next state. This allows the 

operator to understand the behavior of the simulator at each 

moment. Just as the operator can opt for an automatic 
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operation of the simulator and in this case the various states 

are displayed continuously at a rate defined by the operator. 

The operator has the possibility to stop the progress of the 

simulator or to switch to step-by-step mode. 

b) The displayed data: 

Perhaps the most important part of the simulator is the 

display of information. Thanks to this interface, the operator 

can observe the steps of the process. Thus, several types of 

information have been provided for this purpose: - display of 

all the elements entering into the processing of the process; 

this is the display of the simulator synoptic. 

- Visualization of the values of the processing elements in 

each state. 

- Display of the current state of progress in the processing 

of the process. 

c) Discussion: 

As it is designed, the simulator offers a certain number of 

functionalities allowing the operator to follow the evolution of 

the process and to be able, thus, to understand its operation. 

Likewise, such a simulator makes it possible to predict several 

cases: those, which are acceptable, and those, which are 

prohibited. Additional features can be added depending on 

user needs. 

 

 
 

Figure 8. The interface of the washing section simulator 

 

 
 

Figure 9. The interface of the regeneration section simulator 

 

 

6. CONCLUSION 

 

The work presented in this article concerned a top down 

approach to decompose a global complicated process into a set 

of its constituents. This demarche was adopted to distribute the 

complexity of the whole system. The obtained elementary 

elements are of fewer complexities. We choose the MAS 

based modelling and simulation approach, which is very 

suitable for this kind of modeling. Among the existing design, 

the development and the implementation tools; our choice was 

oriented towards the organizational model AALAADIN for 

the design and the MADKIT platform for the development and 

the implementation of our simulation model.  

The concerns of this work is to introduce some notions of 

the design of industrial simulators. This work can be 

considered as an assistant of training and learning for beginner 

operators, workers new recruits and trainees enabling them to 

understand and simulate industrial processes without acting on 

the real system and without stopping processes and avoiding 

losses of time and money.  

For its concerns, the realization of a concrete simulator 

intended for the treatment of a petrochemical process, in this 

case the decarbonation of liquefied natural gas has been 

implemented and is operational. The advantage of this 

implementation lies in the possibility of offering new recruits 

technological tools allowing them to have a precise idea of the 

different stages of the treatment of this process. Therefore, we 

can consider our simulator more as a teaching aid. The Multi-

Agents approach is a high-level method for systems 

decomposition.  

For future work, we plan to generalize our approach to 

encompass a set of applications in the field of natural gas 

processing. This work responds to increased demand from the 

industrial sector. 
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