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To alleviate the urban heat island effect that is getting increasingly serious these days, the 

research on the monitoring, simulation, and regulation of the thermal environment of cities 

has become a necessity. Aiming at figuring out the correlations between influencing factors 

and giving accurate quality evaluation of urban thermal environment, this study extracted 

10 influencing factors of urban thermal environment and gave their influence, and then 

performed the Land Surface Temperature (LST) retrieval of a target city. After that, this 

paper constructed a Multiple Linear Regression (MLR) model and explored the law of the 

numerical changes of the influencing factors of urban thermal environment. At last, this 

paper also built a BP neural network to predict the quality evaluation of urban thermal 

environment and used experimental results to prove the effectiveness of the proposed 

algorithm and model. 
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1. INTRODUCTION

With the progress of urbanization, the state of urban land 

utilization and the landscape patterns are changing constantly, 

green vegetation is gradually reducing while artificial 

architectures are growing and the roads and streets are 

becoming increasingly denser. All these situations have led to 

the increase in the temperature in central urban districts, and 

the deterioration of ecological environment in cities has 

become an unstoppable trend [1-3]. The urban heat island 

effect, which has a direct impact on the thermal comfort of 

human body and the efficiency of industrial production, has 

become a common problem for large and medium-sized cities 

in China [4-7]. Carrying out studies on the monitoring, 

simulation, and regulation of the thermal environment of cities 

can effectively alleviate the increasingly serious urban heat 

island effect, help reduce energy consumption, prevent 

environmental pollution, and improve living conditions [8-11]. 

To figure out the relationship between urban thermal effect 

and land utilization pattern in the process of urbanization, 

scholars Takebayashi and Moriyama [12] used remote sensing 

data to comparatively analyze the land utilization pattern and 

the LST of Wu'an City Hebei Province in 2001 and 2015; then 

based on the obtained type maps and retrieval graphs, the 

change trend was analyzed and the landscape pattern index 

under the dynamic response of thermal environment was 

calculated. To optimize urban planning and improve 

ecological environment, scholars Howard N. Bianca and Modi 

Vijay applied the methods of spatio-temporal data fusion and 

time series decomposition to conduct qualitative and 

quantitative research on LST. Based on the ESTARFM fusion 

algorithm, the surface temperature time series with a fixed 

time scale were obtained, and the BFAST algorithm was 

employed to decompose the average temperature series of the 

construction land, green space, rivers, and lakes in the central 

urban district; finally, the urban "hot spots" within the upper 

and lower downtown areas were extracted. Figuring out the 

spatial heterogeneity and distribution of thermal environment 

is of great significance for promoting sustainable urban 

development and mitigating the urban heat island effect [13-

16]. Scholars Palou and Mahalov [17] adopted a shadow 

height method and a single-window algorithm to extract and 

calculate the urban building height and LST; in their study, 

greenbelt patch and building patch were selected as the surface 

factors with the cooling effect and the heating effect, then 

through experiment, the results of the impact of urban 

construction land utilization regulation on temperature under 

different scales were obtained. Existing studies concerning the 

modeling of urban energy consumption generally lack the 

consideration of the dynamic man-made heat emission. 

Therefore, later on, Chatterjee et al. [18] updated and 

improved the existing models and realized the simulation of 

the indoor-outdoor heat transfer and exchange process of 

urban buildings with the dynamic man-made heat emission 

taken into consideration; the constructed energy balance 

equation and the estimated temperature field parameters were 

more accurate and complete; then, with a medium-sized city 

as an example, the city’s thermal environment evolution in the 

process of urbanization was quantitatively analyzed. Since 

there are often contradictions between the time and space 

resolution of high-resolution remote sensing images [19-22], 

in response to this problem, Malings et al. [23] proposed an 

urban-space downscaling thermal environment analysis 

method, and achieved LST retrieval and space downscaling 

based on the radiation transfer equation method and the 

Distrad algorithm; and they used actual examples to analyze 

the change trend of LST in the city under the influence of 

temporal and spatial changes of underlying surface in the past 
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5 years. Sabatino et al. [24] analyzed the spatial distribution 

characteristics of abnormal urban thermal blocks based on the 

results of LST retrieval; by comparing the boundary of built-

up areas and the boundary of thermal environment areas, it was 

found that the two were basically consistent; after that, they 

employed MLR to conduct correlation analysis on the LST of 

areas with different land utilization patterns, and finally 

proposed a quantitative method for mitigating the thermal 

abnormalities of high-temperature blocks. Starting from the 

perspective of urban forest coverage, Guo et al. [25] explored 

the relationship between urban greening, ecological 

environment treatment, and urban thermal environment from 

two aspects of forest patch features and greenbelt patterns; 

then, through an analysis on the spotty distribution pattern of 

moderate temperature, sub-high temperature, and ultra-high 

temperature patches, they obtained the evolution trend of 

urban heat island effect, and proposed a few forest coverage 

optimization strategies for the optimization of urban thermal 

environment. 

To sum up, in existing literatures, the analysis on the 

influencing factors of urban thermal environment is not 

systematic enough; they mostly focus on only one aspect such 

as the construction of urban energy models, the LST retrieval, 

or the identification of thermal environment patterns, few of 

them has concerned about the correlation between influencing 

factors, and now there isn’t an effective method to evaluate the 

quality of urban thermal environment. To this end, in the 

second chapter, this paper extracted 10 influencing factors of 

urban thermal environment and gave their influence, and then 

performed LST retrieval of a target city based on the L1B data 

of MODIS (Moderate-resolution imaging spectroradiometer). 

The third chapter constructed the MLR model and explored 

the law of the numerical change of the influencing factors of 

urban thermal environment. The fourth chapter built a BP 

neural network to predict the quality evaluation of urban 

thermal environment, and the fifth chapter used experimental 

results to prove the effectiveness of the proposed algorithm 

and model. 

2. INFLUENCING FACTORS OF URBAN THERMAL

ENVIRONMENT AND MEASUREMENT OF LST

To figure out the impact of urban planning and land attribute 

on urban thermal environment, this paper extracted 10 

influencing factors that are related to urban planning 

characteristics. Table 1 lists the influencing factors and their 

influence. According to the table, the influencing factors of 

urban planning mainly include five items: land utilization 

scale, building density, gross floor area density of building, 

greenbelt area, and average number of floors; and the 

influencing factors of land attribute also includes five items: 

location, water vapor content of atmosphere, greenbelt area of 

surrounding areas, building density of surrounding areas, 

gross floor area density of building of surrounding areas. 

Table 1. Influencing factors of urban thermal environment and their influence 

Type Code Name Influence Data source 

Influencing 

factors of 

urban 

planning 

FA1 Land utilization scale 
This factor will affect the surface heat 

distribution in the city 

Statistics, measurement, 

calculation 

FA2 Building density 
This factor will affect the heat dissipation per unit 

area of land 

Statistics, measurement, 

calculation 

FA3 
Gross floor area density of 

building 

This factor will affect the heat dissipation per unit 

area of land 

Statistics, measurement, 

calculation 

FA4 Greenbelt area 
This factor has a minor climate regulation effect 

and helps to cool the environment 

Statistics, measurement, 

calculation 

FA5 Average number of floors 
This factor will affect the day-time heat island 

effect 

Statistics, measurement, 

calculation 

Influencing 

factors of 

land 

attribute 

FA6 Location 
This factor will affect the surface heat 

distribution in the city 
Statistics 

FA7 
Water vapor content of 

atmosphere 
This factor will affect the urban heat island effect 

Statistics, measurement, 

calculation 

FA8 
Greenbelt area of surrounding 

areas 

This factor has a minor climate regulation effect 

and helps to cool the environment 

Statistics, measurement, 

calculation 

FA9 
Building density of 

surrounding areas 

This factor will affect the heat dissipation of the 

regional land 

Statistics, measurement, 

calculation 

FA10 
Gross floor area density of 

building of surrounding areas 

This factor will affect the heat dissipation per unit 

area of the regional land 

Statistics, measurement, 

calculation 

Table 2. Correlation analysis of influencing factors of urban thermal environment 

FA1 FA2 FA3 FA4 FA5 FA6 FA7 FA8 FA9 FA10 

FA1 1 

FA2 0.836 1 

FA3 0.849 1.146 1 

FA4 -0.043 -0.036 -0.038 1 

FA5 0.009 0.026 -0.726 -0.035 1 

FA6 0.442 0.769 -0.856 -0.848 0.618 1 

FA7 0.187 0.247 -0.645 -0.035 0.732 0.094 1 

FA8 -0.135 -0.039 -0.931 -0.076 0.736 -0.031 -0.135 1 

FA9 -0.038 -0.387 -0.038 -0.025 0.472 -0.032 -0.037 -0.068 1 

FA10 0.014 0.578 0.247 0.065 0.893 0.456 0.045 0.042 0.642 1 
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Using the One-Way ANOVA of SPSS software, the 10 

influencing factors of urban thermal environment were subject 

to multiple comparisons, and the significance of difference 

between any two influencing factors was obtained. According 

to the Table 2, among the 45 comparison combinations of the 

10 influencing factors, the values of the significance of 

difference of 16 pairs were less than 0.05, therefore, there’re 

significant differences between these 16 pairs of influencing 

factors, wherein the greenbelt area factor and the greenbelt 

area of surrounding areas factor are significantly different 

from other influencing factors, and the location factor is not 

significantly different from other influencing factors. 

In this study, the L1B data of MODIS downloaded from the 

website of NASA was adopted to perform LST retrieval of the 

target city. Assume BRj represents the apparent radiance 

obtained from the DN (Digital Number) calibration of MODIS 

band image; φj represents the effective center wavelength; 

wherein the value of the effective center wavelength of the 

31st band takes 11.21; the value of the effective center 

wavelength of the 32nd band takes 12.22; the spectral 

constants P΄ and P΄΄ take the values of 1.18×10-16W·m2 and 

1.44μm·K. Then the brightness temperature can be calculated 

by the inverse function of the Plank function shown in Eq. (1): 

ln 1

j

j 5

j j

P
BR

P

X





=

 
+  

 

(1) 

The pixels of MODIS images can be divided into two types 

according to the surface emissivity: land, and water body. For 

the target city, the surface emissivity of water body can be 

equivalent to the average value of the emissivity of water body 

in the two bands. Assume σBZ and σTL represent the surface 

emissivity of the vegetation and the surface emissivity of bare 

land of the target city; ηBZ and ηTL represent the corresponding 

temperature ratio of the two; VBZ represents the pixel 

vegetation coverage that can be estimated by the vegetation 

index, then the surface emissivity of land can be estimated by 

Eq. (2): 

( )1BZ BZ BZ BZ TL TLσ V η σ V η σ= + − (2) 

Assume NBZ represents the vegetation coverage index of 

vegetation-covered pixels, its value takes 0.65; NTL represents 

the vegetation coverage index of bare land-covered pixels, its 

value takes 0.5; AM-1 and AM-2 represent the reflectivity of 

MODIS 1 and 2 bands, then VBZ can be expressed as: 

( ) ( )
2

BZ TL BZ TLV N N / N N= − −   (3) 

where, N is the total vegetation coverage index, and it can be 

calculated by Eq. (4): 

( ) ( )2 1 2 1M M M MNDVI A A / A A− − − −= − + (4) 

As the main cause of the fluctuations in the atmospheric 

transmittance δ, the water vapor content of atmosphere MAM 

also needs to be accurately estimated. Assume the constant γ 

takes the value of 0.02, and θ takes the value of 0.6321. First, 

MAM is estimated based on the data of MODIS 2 and 19 bands. 

Assume ξM-1 and ξM-2 represent the reflectivity of the 

corresponding bands, then there is: 

2

2

1

M

AM

M

ξ
M γ ln / θ

ξ

−

−

   
= −    
    

(5) 

Eqns. (6)-(7) give the relationship between δ and MAM: 

( )/ 21.22704

-1 2.89798-1.88366e AMM

bδ
− −

= (6) 

( )/ 32.70639

-2 -3.59289 4.60414e AMM

bδ
− −

= + (7) 

In the same way, the δ and MAM of MODIS 31 and 32 bands 

can be calculated. Figure 1 shows the measurement results of 

LST of different land utilization patterns. 

Figure 1. LST measurement results of different land 

utilization patterns 

3. MLR ANALYSIS

3.1 Construction of MLR model 

To figure out the law of numerical changes between the 

influencing factors, namely the degree of impact a certain 

factor is affected by other factors, this paper used MLR to 

describe the mathematical relationship between influencing 

factors of urban thermal environment. In the regression 

analysis, LST can be taken as the dependent variable, other 

influencing factors can be taken as independent variables, and 

all of them can be random variables. 

Assume b is a numerically observable LST variable which 

is affected by factors a1, a2,..., av, namely the explanatory 

variables or dependent variables, and factors a1, a2,...,av are 

explanatory variables or dependent variables. Assume ρ0, ρ1,..., 

ρv are v+1 parameters to be estimated, and η is an 

unmeasurable random error that conforms to M(0,ϕ2), the 

MLR model can be expressed by Eq. (8): 

0 1 1 v vb a ... a η  = + + + + (8) 

Then, multiple regression equations were established to deal 

with the actual problem of the relationship between 

influencing factors, the unknown influencing factor 

parameters ρ0, ρ1,..., ρv need to be estimated. Assume 

independent monitoring of the urban thermal environment has 

been carried out for m times, then m sets of LST measurement 
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sample data (aj1,aj2,..., ajv;bj) could be obtained, where j=1,2,..., 

n, and each set of data satisfies the equations shown in Eq. (9): 

1 0 1 11 2 12 1 1

2 0 1 21 2 22 2 2

0 1 1 2 2

v v

v v

m m n v mv m

b a a ... a η

b a α a ... a η

...........

b x a ... a η

   

  

   

= + + + + +


= + + + + +


 = + + + + +

(9) 

where, η1,η2,...,ηm all conform to M(0,ϕ2) and are independent 

of each other. The above equations can be simplified to the 

matrix form of Eq. (10): 

B A η= + (10) 

where, B=(b1b2,…,bm)T, ρ=(ρ0,ρ1,...,ρv)T, η=(η1,η2,...,ηm)T. 

Assume Jm is the m-order unit matrix, then η here conforms to 

Mm(0,ϕ2Jm). The m×(v+1)-order data matrix or design matrix 

A in the equation can be expressed as: 

11 12 1

21 22 2

1 2

1

1

1

v

v

m m mv

    a  a   ...   a

    a  a   ...   a
A

    a  a   ...   a

 
 
 =
 
 
 

(11) 

A is a column non-singular matrix, that is, it satisfies 

rank(A)=v+1. 

3.2 Least-squares estimation of parameters 

In this paper, the unknown influencing factor parameters ρ0, 

ρ1,..., ρv were estimated by the least-square method, that is, a 

suitable ρ=(ρ0,ρ1,...,ρv)T was constructed to minimize the sum 

of squared errors (SSE) shown in Eq. (12).  

( ) ( ) ( )

( )

2

1

2

1 1 2 2

1

ˆ
m

TT

j

j

m

j 0 j j v jv

j

W η η η B AY B AY

         b - a - a ... a



   

=

=

= = = − −

= − −




(12) 

Assume ρ΄j represents the least-squares estimate of the j-th 

influencing factor parameter ρj, the partial derivative solution 

method shown as Eq. (13) can be used to obtain the solution 

that can minimize the SSE: 

( )
( )

( )
( )

( )
( )

1 1 2 2

10

1 1 2 2 1

11

1 1 2 2

1

2 0

0

m

j 0 j j v jv

j

m

j 0 j j v jv j

j

m

i 0 j j v jv

jl

W
b a a ... a

W
2 b a a ... a a

.......................

W
2 b a a ... a a


   




   




   



=

=

=


   = − − − − − − =




   = − − − − − − =




   = − − − − − −









( )
( )0 1 1 2 2

1

0

2 0

jl

m

j j j v jv jv

jv

.......................

W
b a a ... a a


   

 =












=





    = − − − − − − =
 



(13) 

Above equations were sorted into a matrix form shown in 

Eq. (14): 

T TA A A B = (14) 

If we assume D(A)=v+1, then there is D(ATA)=D(A)=v+1, 

and the inverse matrix of (ATA) exists. By solving Eq. (14), the 

least square estimate ρ΄ of the influencing factor parameters 

could be obtained: 

( )
-1

T TA A A B = = (15) 

By substituting the observed values of each group of factors 

a1,a2,...,av into the empirical regression equation 

b*=ρ0΄+ρ1΄a1+ρ2΄a2+…+ρv΄av, the estimate of influencing 

factor b shown as Equation 16 can be obtained: 

( )
2

1 1 vB b ,b ,...,b A    = = (16) 

Eq. (17) gives the corresponding residual vector 

( ) ( )
1

T T

m m

r B B B A

J A A A A B J G B



−

= − = −

 = − = −
  

(17) 

Combining with the calculation results of r


, the required 

residual sum of squares can be obtained from Eq. (18): 

( )T T T T T

mr r B J G B B B A B= − = − (18) 

Assume 2 1

1

Tr r
m v

 =
− −

 is an unbiased estimate of ϕ2, 

Error(B)=Aρ and it satisfies that (Jm-G)A is 0, then there is: 

( ) ( ) 

( ) ( )

( )

( ) 
( )

1
2

1
2

2 1

T T

m

T

m

T T

m

T T

Error r r Error tr η J G η

tr J G Error ηη

     tr J A A A A

     m tr A A A A

     m v







−

−

 = − 

 = −
 

 = −
  

 = −
  

= − −

(19) 

4. BP NEURAL NETWORK MODEL CONSTRUCTION

AND EXECUTION PROCESS

Based on the MLR results, this paper constructed a BP 

neural network to predict the quality evaluation of urban

thermal environment based on the scores of influencing factors,

then the effect was verified by two algorithms to make the 

result more convincing. For a constructed three-layer BP 

neural network model, assume A=(a1,a2,…,aj,…am)T

represents the input data, B=（b1,b2,...bi,...bm)T represents the 

output of the hidden layer, P=(p1,p2,..pl.,,..pk)T represents the 

output of the output layer, h=(h1,h2,...hj,...hk)T represents the 

expected output of the network, and Qi represents the weight 

vector corresponding to the i-th neuron in the hidden layer, 

then, the connection weight matrix between the input layer and 

the hidden layer can be written as Q=(Q1,Q2,…,Qj,…Qn). 

Similarly, assume ωl represents the weight vector 

corresponding to the l-th neuron in the output layer; then the 

weight matrix from the hidden layer to the output layer can be 
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expressed as W=(ω1,ω2,...ωl,...ωk)T. The output of the output 

layer of the neural network can be calculated by Eq. (20): 

1 2
n

l il i

i 0

p g b , l , ,...,k
=

 
= = 

 
 (20) 

The output of the hidden layer can be calculated by Eq. (21): 

1 2
n

i ji j

j 0

b g a  ,i , ,...,n
=

 
= = 

 
 (21) 

The activation function g(x) of the neural network was 

defined as the unipolar Sigmoid function shown as Eq. (22): 

( )
1

1 a
g a

e−
=

+
(22) 

Taking the derivative of Eq. (22), we can get: 

( ) ( ) ( )1g' a g a g a= −   (23) 

Eqns. (20)-(22) are the mathematical model of the 

constructed BP neural network, its output error can be defined 

by Eq. (24): 

( ) ( )
2

2

1

1 1

2 2

k

l l

l

Error h P h p
=

= − = − (24) 

The output error of the hidden layer can be defined by Eq. 

(25): 

2

1 0

1

2

k n

l il i

l i

Error h - g ω b
= =

  
=   

  
  (25) 

Similarly, the output error of the input layer can be defined 

by Eq. (26): 

2

1 0

1

2

k n n

l il ji i

l i 0 i

Error h - g ω g q a
= = =

    
=    

    
   (26) 

According to Eqns. (24)-(26), the overall error of the 

network can be reduced by correcting the weights ωil and qji of 

each layer that are directly related to the output error of each 

layer. Assume μ represents the learning speed of the network, 

first, the weight and the gradient of the error can be connected 

by Eqns. (27) and (28): 

, 0,1,2, , 1,2,...,il

il

Error
ω μ  i ...n l k

ω


 = − = =


(27) 

, 0,1,2, , 1,2,ji

ji

Error
q μ j ...m i ...n

q


 = − = =


(28) 

The negative sign in the equations means gradient descent. 

According to the equations, the size of the adjusted weight is 

proportional to the gradient of the error. Then, adjust the 

weight value of Eq. (27): 

Δ

n

il i

i 0

il n
il il

il i

i 0

b
Error Error

ω μ  μ
ω ω

b





=

=

 
 

   
= − = −

  
 
 




(29) 

Similarly, the weight of Eq. (28) can be adjusted to: 

Δ

n

ji j

j 0

ji
n

ji ji

ji j

j 0

a
Error Error

q μ  μ
q q

a





=

=

 
  

   
= − = −

  
 
 




(30) 

The error signal of the output layer was defined as: 

p

l n

il i

i 0

Error
 

b




=


= −

 
 
 


(31) 

Similarly, the error signal of the hidden layer can be 

described as: 

b

i
n

ji j

j 0

Error
 

a




=


= −

 
  
 


(32) 

Combining Eq. (20) and Eq. (31), there is: 

Δ p

il l jω μ a= (33) 

Combining Eq. (21) and Eq. (32), there is: 

Δ b

ji i jq μ a= (34) 

According to Eq. (33) and Eq. (34), by calculating ζl
p and 

ζi
b, the adjusted weight of each layer of the neural network 

could be obtained; then, based on the adjusted values, we can 

further differentiate ζl
p and ζi

b. The error signal ζp
l of the output 

layer can be expanded as: 

n
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l il in
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(35) 

The error signal ζb
i of the hidden layer can be expanded as: 

n
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i ji j
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(36) 

Finding the partial derivative of the output error of the input 

layer shown as Eq. (24), we can get: 

( )l l

l

Error
h p

p


= − −


(37) 

Finding the partial derivative of the output error of the 

hidden layer shown as Eq. (25), we can have: 

( )
1

k n

l l ji j il

l j 0i

Error
- h p g' a ω

b


= =

 
= −  

  
  (38) 
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Combining Eqns. (23), (35), (36), (37), and (38), the final 

derivation equations of error signals ζl
p and ζi

b can be obtained 

as: 

 

( ) ( )1p

l l l l lh p p p = − −  (39) 
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 (40) 

 

Combining Eqns. (33), (34), (39), and (40), the equations of 

the final adjusted weight of the network can be obtained as: 
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5. EXPERIMENTAL RESULTS AND ANALYSIS 

 

In order to solve the problem of the lack of real-time LST 

data as a comparison reference in the verification of LST 

retrieval results, this paper collected the mean, maximum and 

minimum values of daily 0cm LST data from local weather 

stations and compared them with the LST retrieval results of 

the target city calculated based on MODIS data. Table 3 shows 

the comparison results. It can be seen from the table that the 

LST retrieval results can reflect the local LST to a certain 

extent, and they could be taken as the conditions for 

subsequent research. 

The urban thermal environment is greatly affected by the 

development modes of urban residential areas. Table 4 and 

Table 5 respectively show the results of overall regression and 

mean regression of the thermal environment in urban 

residential areas. The regression fitting coefficient R value and 

the variance test p value are 0.471 and 0.001, indicating that 

the regression fitting is at a medium level, all selected 

influencing factors have significant impact, wherein factors 

FA2, FA3, FA9, FA10 are positively correlated with LST, 

indicating that the LST of residential areas increases with the 

increase of the building density of surrounding areas; other 

factors are negatively correlated with LST, indicating that the 

LST decreases with the increase of the average number of 

floors, the water vapor content of atmosphere, and the 

greenbelt area. 

Similar to the situations in urban residential areas, the 

greenbelt area and the building density are also the main 

influencing factors of the thermal environment in urban 

commercial areas. Table 6 and Table 7 respectively show the 

results of overall regression and mean regression of thermal 

environment in urban commercial areas. According to the 

tables, FA2 and FA3 are positively correlated with LST, FA4 is 

negatively correlated with LST, indicating that for urban 

commercial areas, the lower the building density, and larger 

the greenbelt area, the lower the LST. Properly creating more 

open space and greenbelt in urban commercial areas will help 

improve the thermal environment of urban commercial areas. 

For urban industrial areas, the impact degrees of the main 

influencing factors of thermal environment are: FA2 has a low 

impact degree, FA3 has a high impact degree, and FA5 has a 

relatively high impact degree. Table 8 and Table 9 respectively 

show the results of overall regression and mean regression of 

the thermal environment in urban industrial areas. According 

to the tables, FA2 and FA3 are positively correlated with LST, 

FA4 and FA5 are negatively correlated with LST, indicating 

that increasing greenbelt area and average number of floors 

and decreasing building density can help improving the 

thermal environment in urban industrial areas. 

 

Table 3. Comparison results of LST retrieval 

 
Time period Station altitude Maximum Minimum Mean Retrieval result 

Day time 835.6 28.20 17.67 22.93 28.65 

Night time 835.6 21.75 15.31 18.53 16.27 

 

Table 4. Multiple linear overall regression results of thermal environment in urban residential areas 

 

 Code of influencing factor 
Standardized coefficient Unstandardized coefficient 

t-test  Significance of difference. 
Beta value B value Mean standard deviation 

FA1 -10.435 -5.721 0.101 -2.365 0.000 

FA2 0.135 2.831 0.632 3.782 0.000 

FA3 0.125 0.029 0.016 2.465 0.007 

FA4 -0.043 -0.035 0.001 -2.317 0.005 

FA5 -0.176 -0.002 0.001 -7.129 0.001 

FA6 -0.275 -0.236 0.053 -4.561 0.000 

FA7 -0.169 -0.736 0.198 -4.362 0.001 

FA8 -0.158 -0.073 0.023 -3.794 0.000 

FA9 0.237 2.684 0.589 4.275 0.001 

FA10 0.092 0.168 0.073 2.031 0.045 

 

Table 5. Multiple linear mean regression results of thermal environment in urban residential areas 

 

Code of influencing factor 
Standardized coefficient Unstandardized coefficient 

t-test  Significance of difference. 
Beta value B value Mean standard deviation 

FA2 0.275 13.88 2.215 2.825 0.001 

FA3 0.264 11.421 3.342 3.367 0.000 

FA4 -0.531 -2.534 0.127 -9.372 0.000 
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Table 6. Multiple linear overall regression results of thermal environment in urban commercial areas 

 

Code of influencing factor 
Standardized coefficient Unstandardized coefficient 

t-test  Significance of difference. 
Beta value B value Mean standard deviation 

FA2 0.137 3.451 0.576 4.315 0.000 

FA3 0.275 0.352 0.061 5.123 0.000 

FA4 -0.166 -3.159 0.468 -5.111 0.001 

FA5 -0.315 -0.072 0.007 -7.831 0.000 
 

Table 7. Multiple linear mean regression results of thermal environment in urban commercial areas 
 

Code of influencing factor 
Standardized coefficient Unstandardized coefficient 

t-test  Significance of difference 
Beta value B value Mean standard deviation 

FA2 0.521 3.451 0.436 6.341 0.000 

FA3 0.611 0.627 0.073 7.253 0.000 

FA4 -0.534 -21.596 3.159 -7.156 0.001 
 

Table 8. Multiple linear overall regression results of thermal environment in urban industrial areas 
 

Code of influencing factor 
Standardized coefficient Unstandardized coefficient 

t-test  Significance of difference 
Beta value B value Mean standard deviation 

FA2 0.235 2.753 0.239 8.156 0.000 

FA3 -0.211 -0.234 0.034 -6.145 0.000 

FA4 0.123 0.001 0.000 5.623 0.000 

FA5 -0.236 -0.569 0.093 -6.057 0.000 

FA6 0.234 3.952 0.641 5.443 0.000 
 

Table 9. Multiple linear mean regression results of thermal environment in urban industrial areas 
 

Code of influencing factor 
Standardized coefficient Unstandardized coefficient 

t-test  Significance of difference 
Beta value B value Mean standard deviation 

FA2 -0.532 -23.756 3.376 -8.356 0.000 

FA3 -0.437 -0.614 0.135 -5.364 0.000 

FA4 0.235 7.145 2.635 2.239 0.001 
 

      
(a)                                                                  (b) 

 

Figure 2. Training error of the constructed neural network 
 

      
(a)                                                       (b) 

 

Figure 3. Test results of the constructed neural network 
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To verify the effectiveness of the predication made by the 

constructed BP neural network on the quality evaluation of 

urban thermal environment, this study conducted quality 

evaluation on a test set containing 15 samples. The node 

numbers of the input layer, hidden layer, and output layer of 

the network were set to 5, 11, and 1; the activation functions 

were respectively tansig, purelin function, and trainlm 

function, and the error range was set to 0.005. Figure 2 shows 

the comparison of network training error and expected error of 

the network before and after weight adjustment; Figure 3 

shows the network test results before and after weight 

adjustment. In the neural network prediction, after the specific 

city’s LST values were input and the quantitative values of the 

influencing factors were compared, it’s obtained that among 

all test samples, the number of misjudgments was reduced 

from 7 to 2, and the accuracy rate reached 86.7%. 

 

 

6. CONCLUSION 

 

This paper extracted 10 influencing factors of urban thermal 

environment and gave their influence, and then performed 

LST retrieval of a target city. The experimental results verified 

that the LST retrieval results can reflect the local LST to a 

certain extent, and they could be taken as the conditions for 

subsequent research. Based on a constructed MLR model, this 

study explored the law of the numerical changes of influencing 

factors of urban thermal environment, and experiments 

obtained the multiple linear overall regression and mean 

regression results of the thermal environment in urban 

residential areas, commercial areas, and industrial areas, and a 

few strategies for improving urban thermal environment were 

proposed. At last, this paper constructed a BP neural network 

to predict the quality evaluation of urban thermal environment, 

the experimental results proved that the network training error 

and the test error before and after weight adjustment were 

relatively low, which had verified that the prediction of the 

quality evaluation of urban thermal environment was effective. 
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