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The increase of air pollutants emission through anthropogenic activities and natural 

phenomena in the atmosphere can give an adverse impact on human health especially to 

some groups of people such as children, the elderly, and people that have cardiovascular 

problems. Multiple Linear Regression (MLR) model establishments for the particulate 

matter (PM10) forecasting can be useful, as it provides early warning information to the 

local authorities and the communities. We aim to develop MLR models for PM10 

forecasting in Peninsular Malaysia, specifically in the southern part. In this study, the 

hourly data of PM10, meteorological factors, and gaseous pollutants from the year 2009-

2011 had been used. As a result, the next first hour of the MLR prediction model, PM10,t+1 

has been selected as the best-fitted model as compared to the second and third prediction 

hour models, PM10,t+2, and PM10,t+3, respectively. The PM10,t+1 model was explained 

61.4% (R2=0.614) variance in the data which is higher compared to model PM10,t+2 and 

PM10,t+3 with 42.3% (R2=0.423) and 34.7% (R2=0.347), respectively. Thus, the validation 

of PM10, t+1 model also has a high accuracy value of R2 (55.1%) as compared to the other 

two models. We conclude that the development of MLR models is adequate for PM10 

forecasting in the industrial area. 

Keywords: 

air pollution, multiple linear regression, 

accuracy, forecasting, industrial 

1. INTRODUCTION

Air pollution is considered the main issue while dealing 

with the environment. The high rate of urbanization, an 

increase in motor vehicles, population growth, and 

industrialization activities had caused an increase in the 

concentration of various air pollution [1]. One of the criteria 

pollutants are known as coarse particulate matter (PM10) is the 

notorious air pollution towards human health [2, 3]. The dust 

has come in different shapes or sizes; hence it can be seen with 

the naked eye (0.01-100µm). It is also known as the molecular 

dimension of the dust. Dust or particulate matter can be 

divided into 3 categories which divided by its diameter (PM1, 

PM2.5, PM10) [4]. PM is one of the major air pollutant 

contributors associated with the air quality status [5]. The 

emission of PM is influenced by several meteorological and 

climatology factors such as temperature, relative humidity, 

rain scavenging potential, radiation, dispersive conditions 

against re-circulation of air masses, and gaseous formation, 

dispersion, and transportation [6]. Besides, the rapid growth in 

the industrial sector causes the air pollutant to unstoppable 

emitted into the atmosphere layer and it becomes hard to 

monitor [7]. In 2015, PM10 and PM2.5 were top five leading 

towards mortality risk which contributes up to 7.6% of death 

cases worldwide [8]. It can decrease lung function and 

increase respiratory diseases such as asthma, sinusitis, 

shortness of breath, and the development of lung cancer [9]. 

As to protect public health, various statistical methods are used 

in PM studies in Malaysia for future prediction of PM [1, 10]. 

These prediction models are essential to determine the early 

air pollution information to prevent long-term and short-term 

health effects [1]. Simultaneous increasing rates in the 

population, transportation, industrial activities, and 

urbanization have given adverse indications of air pollutants 

and out of many gaseous pollutants which caused increasing 

health problems [11]. 

Modeling in the air quality field helps to determine the 

relative contribution between sources of air pollution and their 

relationship with meteorological factors in determination for a 

future scenario [11]. Big data in air quality studies can be 

associated with weather parameters in terms of dependent and 

independents response via a statistical tool of Multiple Linear 

Regression (MLR) [10, 11]. Algorithms of the association 

between dependent and independents variables are expected to 
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be used for prediction purposes. This MLR technique had been 

widely used for its simple and direct computation by Fong et 

al. [12]. MLR is used as it can determine more than one 

predictor for a certain situation and at the same time can 

simultaneously predict using several independent variables. In 

air quality studies, the prediction of the dependent variable 

usually depends on several independent parameters, and these 

independent parameters are simultaneously inserted as input 

in the MLR model for real-world presentation. It has also the 

capability to determine the outliers of the dataset. Few studies 

applied the MLR or regression method in PM concentration 

prediction in rural and industrial areas [5, 10, 12]. MLR has 

several assumptions, including dealing with multicollinearity, 

and does not have any first-order auto-correlation problem 

[11]. The temporal prediction of PM10 concentration is 

generally conducted for the next hour (t+1), there is less 

research conducted study in determining whether the next two 

(t+2) and three (t+3) hours can significantly predict PM10 

concentrations. The bias or error in prediction between the 

hours is the main aim of this study. Thus, in this study, we 

develop the MLR models for PM10 forecasting in Peninsular 

Malaysia, specifically in the southern part.  

 

 

2. MATERIALS AND METHODS 
 

Economic enhancement in a particular area is in line with 

industrial development, which might cause environmental 

impacts. Pasir Gudang was selected because several industries 

operated in that area which possibly contributes to pollutant 

emissions such as oleochemical, oil, plastic products, gas, and 

petrochemical. Air pollution becomes a more significant 

problem due to rapid growth in the industrial sector, the higher 

density of vehicles in the traffic, and urbanization activities [3]. 

The site is located at Pasir Gudang 2, Secondary School 

(1.4707⁰N, 103.895⁰E) which is one of the Air Quality 

Monitoring Stations (AQMSs) in Malaysia (Figure 1). 

 

 
 

Figure 1. Study area 

Acquired hourly data from the Malaysian Department of 

Environment (DOE) for three years (the year 2009-2011) were 

used. The parameters include carbon monoxide (CO, ppm), 

ozone (O3, ppm), coarse particulate matter (PM10, µg/m3), 

sulphur dioxide (SO2, ppm), nitrogen oxide (NOX, ppm), 

nitrogen dioxide (NO2, ppm), wind speed (WS, km/hr), and 

temperature (T, ℃), relative humidity (RH, %). 

Incomplete data due to several factors may affect the 

reliability of the developed model. In this study, the deletion 

method was used in handling the missing data. Removing the 

missing value is the common approach in handling data, as 

long as the minimum data capture is more than 90% 

completeness or maximum missing data is 10% per year in the 

study period [10, 11]. All data captured for each year in this 

study fulfill this standard and the incomplete data row as 

shown in Table 1. We used Microsoft Excel Spreadsheet® 

2018 and Statistical Package for Social Sciences (SPSS®) 

Software version 23 for data analysis.  

 

Table 1. The percent of incomplete data rows 

 
Year % of incomplete data rows 

2009 9.84% 

2010 3.51% 

2011 4.25% 

 

The Multiple Linear Regression (MLR) model establishes 

the relationship between the dependent and independent 

variables. Mathematically, the MLR is as in Eq. (1). 

 

𝑦 = 𝑏0 +∑ 𝑏𝑖
𝑛

𝑖=1
𝑋𝑖 + 𝜀 (1) 

 

where, 𝑏𝑖 are regression coefficients, 𝑋𝑖 are independent 

variables such as carbon monoxide (CO), ozone (O3), coarse 

particulate matter (PM10), sulphur dioxide (SO2), nitrogen 

oxide (NOX), nitrogen dioxide (NO2), temperature (T), relative 

humidity (RH) and wind speed (WS) and 𝜀 is a stochastic error 

related with the regression. There are two assumptions of the 

MLR model, there are no multicollinearity problems and the 

models do not have any first auto-correlation problem. The 

stepwise MLR model was developed based on a 95% 

confidence interval. 70% of the dataset is used for model 

development and the rest for model validation. The residuals 

are assumed to have a normal distribution and constant 

variance for all models. 

Normalization is required as each parameter contains 

different types of units. The normalization is ranged all the 

parameters value from 0 to 1 [0 1] to avoid the biased [6]. The 

normalization data is obtained by applying Eq. (2). 

 

𝑍𝑖 =
𝑥𝑖 −min⁡(𝑥)

max(𝑥) − min⁡(𝑥)
 (2) 

 

where, 𝑥 = (𝑥1, … . , 𝑥𝑛) and 𝑍𝑖 ⁡is the ith normalized data. 

The multicollinearity problem happens when the 

independent variables are correlated with each other. In this 

study, the model assumed no multicollinearity problem has 

occurred. This multicollinearity issue is proved by Variable 

Inflation Factor (VIF) (VIF<10). The VIF Eq. as in Eq. (3). 

 

𝑉𝐼𝐹𝑖 =
1

1 − 𝑅𝑖
2 (3) 
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where, VIFi is the variance inflation factor associated with the 

ith predictor and 𝑅𝑖
2  is the multiple coefficients of

determination in a regression of ith predictor on all other 

predictors. 

Autocorrelation is recognized via the Durbin-Watson (D-W) 

Test as shown in Eq. (4). It confirms the capability of the 

dependent parameter in the current state to predict for the next 

state. Durbin-Watson (D-W) test value must range between 0-

4 and if the value is 2, it shows that the residuals are 

uncorrelated.  

𝑑 =
∑ (𝑒𝑖 − 𝑒𝑖−1)

2𝑛
𝑖=1

∑ 𝑒𝑖
2𝑛

𝑖−1

(4) 

where, n= total number measurement at a particular site, 𝑒𝑖 =
𝑦𝑖 − 𝑦�̅�, as yi is observed value and �̅�𝑖 ⁡is predicted value.

The Coefficient of Determination (R2) is an indicator to 

identify the relationship and strength of each variable whether 

the prediction Eq. is fitted with data. It is also can be used to 

prove that the model was able to convey adequate information 

for the forecasting of PM10 concentrations. The Coefficient of 

Determination (R2) Eq. is stated in Eq. (5): 

𝑅2 = (
∑ (𝑃𝑖 − �̅�)(𝑂𝑖 − �̅�)𝑛
𝑖=1

𝑛. 𝑆𝑝𝑟𝑒𝑑 . 𝑆𝑜𝑏𝑠
)

2

(5) 

where, n= total measurements at a particular site, 𝑃𝑖= predicted

value, 𝑂𝑖 =observed values, �̅� =mean of predicted value,

�̅� =mean of observed value, 𝑆𝑝𝑟𝑒𝑑 = standard deviation of

predicted values and 𝑆𝑜𝑏𝑠 = standard deviation of observes

values. 

3. RESULTS AND DISCUSSION

PM10 concentration for the year 2009-2011 was between 7 

µg/m3 to 488 µg/m3. The maximum value of PM10 was 

exceeded by New Malaysian Ambient Air Quality Standards 

(NMAAQS) which was caused by transboundary haze, 

industrial emission, and also motor vehicles [13]. The 

maximum concentration was caused by haze in October 2010 

that affected the southern region of Peninsular Malaysia which 

the main source caused by biomass burning [14, 15]. Table 2 

shows descriptive statistics for all parameters used in this 

study. All parameters were found within the NMAAQS except 

PM10. 

Figure 2. Daily PM10 concentration 

The descriptive statistics for PM10, gaseous pollutants, and 

meteorological factors are summarized in Table 2. Figure 2 

shows that the higher maximum value for PM10 was in 2009 

which is 468 µg/m3. The data set shows that averaged 1 year 

exceeding the NMAAQS which is 40 µg/m3 and the average 

of observed years were 47 µg/m3 (2010) and 51 µg/m3 for the 

year 2011 due to local sources such as transportation, 

industrial activities and open burning effect [11, 13]. The mean 

concentrations for other gaseous pollutants complied with 

NMAAQS and the temperature (T), relative humidity (RH), 

and wind speed (WS) was in between the normal mean range 

in Malaysia which is in between 26.45-27.89℃ for 

temperature, 79.36%-83.9% for relative humidity and 1.01- 

1.82 km/hr for wind speed [6]. The transboundary haze hit 

Malaysia as a result of a forest fire from May to September 

2011 in Indonesia. In turn, this episode deteriorates the air 

quality in Malaysia [16]. Generally, transboundary haze hit 

Malaysia every year, as a part of air pollution problems besides 

two main sources of emission in the country which are 

stationary and mobile. The standard deviation for PM10 was 

26.48 µg/m3 and the variance was 701.38 which shows that the 

data were dispersed randomly with a narrower spread of 

measurement and proved that the data have comparatively 

fewer higher or lower value [17]. 

Correlation analysis in this study was conducted using 

Spearman correlation as the data are not normally distributed 

[18]. The Spearman correlation analysis is shown in Table 3, 

signifying the strong relationship of PM10 with other gaseous 

pollutants.  

PM10 showed that there is a positive correlation with wind 

speed (r=0.248, p<0.01) and the other meteorological factors 

show an inverse correlation with relative humidity (r=-0.124) 

and temperature (r=-0.043, p<0.01). This is due to PM10 

concentrations are high caused by the lower temperature 

ranges. Particulate matter is favorable to be transported at 

higher temperature [19]. Wind speed determines the air 

pollutant transportation and dispersion which positively 

correlated in this study. High wind speed will inhibit the high 

diffusion of PM10 and make a high concentration of PM10

concentration in the atmosphere. Relative humidity (RH) and 

particle deposition are directly proportionate. Particle 

deposition due to gas-to-particle conversion is favorable at 

higher RH and low temperature by the mechanisms of 

evapotranspiration [3, 13, 19]. This theory proved there is a 

negative correlation between PM10 and relative humidity in 

this study. 

The other pollutants such as SO2, NOX, and NO2 showed a 

moderate and strong positive correlation with PM10. NO and 

NOX showed highly positive correlation with PM10 and NOx 

(r=0.493, p<0.01) and NO2 (R=0.501, p<0.01). Transportation 

emission released the NO into the atmosphere, which then 

transformed into NO2 as a secondary pollutant. The NOx is 

important for the production of ozone. The transformation 

depending on the local combustion and meteorology [20]. SO2 

is released as a by-product when the combustion of coal and 

petroleum is initiated [8]. Weather parameters such as wind 

speed, relative humidity, and temperature are important factors 

in influencing the dispersion and deposition of air pollutions 

at different locations [17]. Table 3 showed that most of the 

pollutants, especially NO2, NO, and NOX have a weak 

negative correlation with temperature; NO (r=-0.228, p<0.05), 

NO2 (r=-0.151, p<0.01) and NOX= (r=-0.262, p<0.01) and 

same go with wind speed. 
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The model summary of MLR is shown in Table 4. Before 

the inputs are feed in the MLR model, the inputs are 

normalized accordingly with Eq. (2) as they have different 

units of measurement. This to ensure the inputs have similar 

contributions towards the dependent variable. The models in 

this study included the forecasting for next one hour (PM10,t+1), 

2 hours (PM10,t+2) and 3 hours (PM10,t+3). The highest R2 (R2 = 

0.614) was obtained for model PM10,t+1, explaining 61.4% 

variance in data, 42.3% for model PM10,t+2, and 34.7% for 

PM10,t+3. The VIF values are less than 10 which signifies there 

is no multicollinearity problem in the MLR models. The range 

of this study was in between the previous forecasting study for 

PM10 in the industrial area which is 1.045-4.203 [2, 6]. The 

models did not face any autocorrelation problems as the 

Durbin-Watson (D-W) Test was less than 4 which ranged from 

0.017-3.199 for all models. The Durbin-Watson (D-W) 

statistics point out that the MLR models for the next one hour 

(D-W=2.043), next two hours (D-W=1.211), and next three 

day (D-W= 0.995) did not face any first-order autocorrelation 

problem. The D-W statistics are calculated accordingly with 

Eq. (4). 

Overall, models display the temperature, PM10, NO2 and CO 

have positive influenced towards dependent variables which 

are PM10, t+1, PM10,t+2, PM10,t+3 concentration. In a tropical 

country of Malaysia, the parameter of temperature played an 

important role in influencing the particulate matter, 

simultaneously, it causes variation in the wind, and dilution of 

pollutants might occur [15]. From the Eq.s in Table 4, we can 

determine air pollution mostly composed of PM10, NO2, and 

CO which is usually caused by local traffic emissions. It was 

found that the model for PM10, t+1 has significant predictors of 

PM10, NO2, WS, RH, CO, and T. PM10,t+1 concentration 

increased by 0.551 unit when PM10 variable increases by one 

unit, 0.035 unit when NO2 increased, caused increased of a 

dependent variable (PM10,t+1) up to 0.027 unit and 0.014 when 

increasing 1 unit of wind speed and decreasing relative 

humidity. Increasing one unit of carbon monoxide and 

temperature can increase 0.025 and 0.019 units of 1-hour PM10 

concentration for the developed model. In deciding the 

adequacy of the statistical models, residual or error played an 

important role to shows any systematic information by 

considered the pattern of the model. Figure 3 shows the graph 

residuals for the next hours’ prediction. Normal distributions 

were depicted via the symmetrical graph. The residuals at all 

stations also show constant variances plots in Figure 4. 

 

Table 2. Summary of descriptive statistics for the study area 

 

Descriptive statistics Mean Median 
Std. 

Deviation 
Variance Min Max 

CO (ppm) 0.60 0.46 0.48 0.23 0.00 4.85 

O3 (ppm) 0.13 0.01 1.01 0.00 0.00 0.12 

PM10 (µg/m3) 48.06 43.00 26.48 701.38 7.00 468.00 

SO2 (ppm) 0.01 0.00 0.01 0.00 0.00 0.12 

NOX (ppm) 0.03 0.02 0.02 0.00 0.00 0.24 

NO (ppm) 0.01 0.00 0.00 0.02 0.00 0.21 

NO2 (ppm) 0.01 0.01 0.01 0.00 0.00 0.06 

T (⁰c) 27.49 26.70 3.05 9.29 21.40 37.80 

RH (%) 82.48 86.00 11.37 129.26 41.00 98.00 

WS (km/hr) 1.05 1.85 2.99 8.97 0.8 20.90 

 

Table 3. Spearman correlation of gaseous pollutants and meteorological factors 

 
Parameter CO O3 PM10 SO2 NOX NO NO2 TEMP RH WS 

CO 1.000 -.626** .413** .010 .620** .569** .479** -.462** .535** -.511** 

O3  1.000 -.248** -.074** -.662** -.641** -.501** .663** -.757** .686** 

PM10   1.000 .389** .493** .332** .501** -.043** -.124** .248** 

SO2    1.000 .562** .398** .631** .265** -.164** -.058** 

NOX     1.000 .883** .895** -.262** .388** -.474** 

NO      1.000 .650** -.228** .365** -.379** 

NO2       1.000 -.151** .237** -.398** 

TEMP        1.000 -.902** .593** 

RH         1.000 -.661** 

WS          1.000 
**. Correlation is significant at the 0.01 level (2-tailed). 

 

Table 4. Summary of the MLR model for PM10 

 

MLR Algorithms R2 Range of 

VIF 

Durbin Watson 

Statistics 

PM10,t+1 = 0.044+0.551PM10+ 0.035NO2 -0.027WS-0.014RH + 0.025 CO + 

0.019T 
0.614 1.240-3.199 2.043 

PM10,t+2=0.061+0.340PM10+0.041NO2 + 0.030T -0.31WS -0.016RH +0.035 

SO2+0.031CO -0.02 NO 
0.423 1.240-4.113 1.211 

PM10,t+3 =0.069+ 0.252PM10 + 0.050NO2+ 0.038T +0.043 CO- 0.027WS -0.017 

RH 
0.347 0.017-0.078 0.995 

Notes: PM10 = particulate matter, NO2 = nitrogen dioxide, WS = wind speed, RH = relative humidity, CO = carbon monoxide, T = temperature, SO2 = sulphur 
dioxide, NO = nitrogen oxide 
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Figure 3. Standardized residual analysis of PM10 for PM10,t+1, PM10,t+2, PM10,t+3 

 

 

 
 

Figure 4. Testing assumption of variance and uncorrelated with mean equal zero for PM10 for PM10,t+1, PM10,t+2, PM10,t+3 
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Figure 5. Scatter plot for predicted PM10 concentration (µg/m3) of PM10 of PM10,t+1, PM10,t+2, PM10,t+3 

 

Model verification was conducted to predict the next hours’ 

PM10 concentration. The goodness-of-fit for the MLR model 

is shown in Figure 5. The confidence interval is set at 95%. 

The upper and lower limit is notified by Point A and point B, 

respectively. The point that exceeds the upper and lower limit 

shows the extreme value that appeared from haze episodes that 

happened in June, July 2009, and October 2010 [15]. PM10 was 

the dominant fraction during the haze and triggered an 

increased concentration of coarse particulate matter PM10, 4-5 

times higher than a non-haze day, and 2 times higher for fine 

particulate (PM2.5) besides surrounding activities in that area 

itself [16]. R2 ranges between 0.171-0.551. The first model 

which is the prediction of the next one hour shows 55.1%, the 

second model which is next to two hours shows 32.4% of R2 

and the third model which is the prediction next three hours 

show 17.1%.  

 

 

4. CONCLUSION 

 

Modeling in the air quality field helps to determine the 

relative contribution between sources of air pollution and their 

relationship with meteorological factors in determination for a 

future scenario. In the development of MLR models, it was 

found that the model for prediction of the next one-hour (R2 = 

0.614) is better as compared to the next two (R2 = 0.423), and 

three (R2 = 0.347) hours for PM10 concentrations. Particulate 

matter (PM10) concentration is strongly influenced by 

meteorological parameters (wind speed (r = 0.248), 

temperature (r = -0.043), and relative humidity (r = -0.124)) 

and gaseous pollutants (NO2 (r = 0.501), SO2 (r = 0.389), CO 

(r = 0.413), O3 (r = -0.248), and NO (r = 0.332)). The 

developed MLR models in this study are relevant for PM10 

forecasting as it allows the local authorities to implement 

strategies for better management on air quality as the 

management on particulate matter pollution is very dynamic 

caused by the unpredictability of climate change, and weather 

all intrinsically connected. 
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