Using a Deep Learning System That Classifies Hypertensive Retinopathy Based on the Fundus Images of Patients of Wide Age
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ABSTRACT

Range throughout Turkey in this paper, the author trained the continuous neural networks, and used a total of 4,000 fundus images, including images with different degrees of fundus disorders and images without disorders, so that CNN can detect whether the patient has hypertension and arteriosclerosis according to macular degeneration in the fundus images. In order to obtain more effective results from the deep learning structure using convolutional neural network, this paper prepared more data sets on the basis of Turkey, combined with the local data sets to educate the deep learning model, so as to integrate the data globally, which can help standardize the results and improve the accuracy. The system is used to diagnose retinal vascular degeneration, such as fundus vascular disease and macular edema disease. Based on this basic understanding, the research has been used for the detection and classification of hypertensive retinopathy that has similar causes. The author also points out the limitations of the system. Among them, the most important limitation is the need for long-term financial sustainability.

1. INTRODUCTION

In previous studies, the analyses were conducted with data sets which were prepared using the data of individual participants. For example, many studies based on retina diagnosis were conducted on the basis of the images of diabetic or non-diabetic patients among the general population [1, 2]. A systematic literature survey was conducted for this and similar studies. In the studies, deep learning algorithms on problems such as vascular disorders, diabetic retina, and macular edema disorders were encountered [1-9].

The most efficient deep learning algorithms were developed with the data sets obtained in these studies. Deep learning enables the calculation models consisting of multiple process layers to learn the representations of the data having multiple generalization levels. These methods significantly improved the state-of-the-art technology in various fields such as speech recognition, visual object recognition, object detection, drug discovery, and genomics. Deep learning discovers the complex structure of the large data sets by using the back-propagation algorithm in order to define how a machine should replace its intrinsic parameters, which are used to calculate the representation on each layer, with the representation on the previous layer. While deep neural networks lead to a breakthrough in image, video, speech, and sound processing, recurrent networks shed light on the sequential data such as text and speech [9].

Convolutional neural networks (CNNs) consist of multi-layered sensor variants inspired by flexible and biological facts which proved to be extremely suitable for discriminatory vision functions. Moreover, various studies on bringing suitable transformations that utilize the general data of target classes and on the possibility of making them more efficient and more accurate are going on. We display this functionality through pre-classification with the fast and solid, but loose segmentation of the input images in order to get a series of candidate objects. These objects then spatially transform to a reduced space, but preserve a compact high-level representation of their images. Additional features can be abstracted as the raw features which are included after the convolution process of the network. Lastly, we compare the performance to the existing approaches in the challenging problem in detecting the lesions on retinal images [10].

A specific type of neural network, named as convolutional neural network and optimized for image classification, was educated by using a retrospective development data set of the retinal image, graded for 3-7 times, for the image grading of diabetic retinopathy and diabetic macular edema [11].

Despite being one of the leading causes of blindness, some of the eye disorders can be prevented globally. Performing a retina screening examination in all diabetic patients is an unmet need, and there are many vision disorder cases that have not been diagnosed and treated [12]. The purpose of this study is to develop a solid diagnosis technology in order to automatize the screening of Hypertensive Angiopathy; to screen the disorder in the images of every patient regardless of the existence or non-existence of Hypertensive Angiopathy problem thanks to the architecture Deep Learning System; to educate the deep learning data set for identify if there is angiopathic eye disease that threatens the vision and classifying it; and as a result, to verify the system through prognosis with new samples. A data set, classified by collecting and arranging the fundus images obtained from the patients, who were examined in the hospital on that date, regardless of their age, gender, complaint, etc. data, was created.
2. SUGGESTED METHOD

This study was approved by the corporate institution in which it was conducted. The Fundus Images, which were classified by the deep learning algorithms, were subjected to a performance through a system and the data on race/ethnicity were collected for review purpose. Images obtained from the patients are random retina images. This study uses the data of all patients with or without any complaints of Hypertensive Angiopathy.

2.1 Preparing the data set for training the deep learning system

After the Deep Learning System was built, the system was educated by using the fundus images of the patients with or without Hypertensive Angiopathy. For the data set to be created for training the system, the HD-OCT imaging device, which is used for Optic Tomography imaging in a private eye clinic that has been in service in Izmir since 2004, was utilized. The data set was created by the qualified personnel by generating and storing the images of patients who visited the hospital due to any vision disorders.

This team consisting of educated professionals captured 2 retina images (for right and left eyes) or 1 retina image, if just one eye was problematic, of each patient regardless of age and gender during their own working hours. Then, each retina image was analyzed by 4 specialized physicians, and asked to be distributed based on 4 classification categories. During the classification process, no consensus was reached for 267 images out of 4,000 images, therefore, the physicians were asked to replace the images with the new ones. However, the physicians requested to reanalyze the remaining images instead of generating new eye images; thus, data set folders with very close ranges could be created. For classification process, online applications where the doctors could work in teams were used.

Based on the images in similar studies, especially diabetic vision disorders, Macula Degeneration, and other retina disorders, the systems were educated with the support of clinical studies to observe the results [13-30].

2.2 Deep learning architecture

Deep learning architecture consists of a coevolutionary neural network. In order to build a model designation or machine learning system through traditional machine learning techniques, first, the feature vector must be issued. Acknowledged experts are needed to issue the feature vector. These processes take much time and keep the expert very busy. The developed techniques cannot process a raw data without any pre-treatment as well as the help of an expert. Deep Learning made a significant progress by eliminating this problem which those who work in the field of machine learning have dealt with for long years. Because deep networks process learning on raw data unlike the traditional machine learning and image processing techniques. When processing the raw data, it obtains the necessary information through the representations on different layers. Convolution, Pooling, ReLu, DropOut, Fully Connected and Classification Layer, which are the layers of Convolutional Neural Network (CNN) architecture, were explained. Moreover, AlexNet, ZFNet, GoogLeNet, Microsoft RestNet, and R-CNN architectures, which can be acknowledged as the fundamental architectures of Deep Learning, were mentioned [31].

The architectures created through suitable methods for deep learning are utilized in cancer diagnosis, gene selection and classification, gene variety, drug design, compound protein interaction, RNA-protein relationship, and bioinformatics applications such as DNA methylation [32].

Deep learning is a sub-set of machine learning. Deep learning models are built by using artificial neural networks. A neural network gets input values to be educated with the weight values set during the training on hidden layers. One of the inputs obtained in the developed application is shown in Figure 1.

![Fundus image used for input process](image)

**Figure 1.** Fundus image used for input process

After the training is complete, it makes a prediction from the new input value to be entered in the model. The weights in the hidden layer are renewed through training back propagation method in order to make a better prognosis and to improve the success of the model.

The type of model which we will use is “sequential”. In sequential type, models are one of the easiest ways of building an architecture. It allows for building a model with sequential layers. Some of the sequential layers used for building the model are shown in Table 1 and Figure 2.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Output Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolution</td>
<td>48 × 48</td>
</tr>
<tr>
<td>Batch Normalization</td>
<td>48 × 48</td>
</tr>
<tr>
<td>ReLU</td>
<td>48 × 48</td>
</tr>
<tr>
<td>Convolution</td>
<td>48 × 48</td>
</tr>
<tr>
<td>Batch Normalization</td>
<td>48 × 48</td>
</tr>
<tr>
<td>ReLU</td>
<td>48 × 48</td>
</tr>
<tr>
<td>Max Pooling</td>
<td>24 x 24</td>
</tr>
<tr>
<td>Convolution</td>
<td>24 x 24</td>
</tr>
<tr>
<td>Batch Normalization</td>
<td>24 x 24</td>
</tr>
<tr>
<td>ReLU</td>
<td>24 x 24</td>
</tr>
<tr>
<td>Max Unpooling</td>
<td>12 × 12</td>
</tr>
<tr>
<td>Max Unpooling</td>
<td>24 x 24</td>
</tr>
<tr>
<td>Convolution</td>
<td>24 x 24</td>
</tr>
<tr>
<td>Batch Normalization</td>
<td>24 x 24</td>
</tr>
<tr>
<td>ReLU</td>
<td>24 x 24</td>
</tr>
<tr>
<td>Convolution</td>
<td>24 x 24</td>
</tr>
<tr>
<td>Batch Normalization</td>
<td>24 x 24</td>
</tr>
<tr>
<td>ReLU</td>
<td>24 x 24</td>
</tr>
<tr>
<td>Max Unpooling</td>
<td>48 × 48</td>
</tr>
<tr>
<td>Batch Normalization</td>
<td>48 × 48</td>
</tr>
<tr>
<td>ReLU</td>
<td>48 × 48</td>
</tr>
<tr>
<td>Softmax</td>
<td>48 × 48</td>
</tr>
<tr>
<td>Classification</td>
<td>48 × 48</td>
</tr>
</tbody>
</table>

**Table 1.** Layers and size in deep learning architecture in the study
When it is required to add two hidden layers and one output layer after an input, ‘Dense’ layer type is used. Dense is a standard type of layer that works in most situations. In a dense layer, all the nodes from the previous layer are tied to the nodes in the current layer. The images of some layers are shown in Figure 3.

![Figure 2. Layers in deep learning architecture in the study](image)

There may be hundreds or thousands of neurons in a layer. Increasing the number of nodes in each layer also increases the model capacity as well as the training duration and disc footprint of the model, and this is an unfavorable situation. Therefore, optimum number of neurons and hidden layers should be found. It is not possible to give an exact information on how many hidden layers there will be.

The activation function which we will use is ReLU or Rectified Linear Activation. The function of this activation takes the negative values as zero, and the positive values as they are. The model also includes functions such as MaxPooling, Batch normalization and Dropout.

The convolution layer convolves either an input image or the outputs of the previous activation maps. The weights learn the local features by scanning throughout the width and height of an image. Let \( x^{l-1}(m) \) be the m th input activation map at the layer \( l-1 \), \( W^{l}(m, n) \) be the weights of filter connects n th activation of the output layer to mth activation of the input layer and \( b^{l}(n) \) be regarded as the trainable bias parameter. The activation \( x^{l}(n) \) in the lth convolution layer is expressed by Eqns. (1) and (2):

\[
x^{l}(n) = f \left( \sum_{m} (x^{l-1}(m) \ast W^{l}(m, n) + b^{l}(n)) \right)
\]

\[
f(x) = \frac{1}{1 + e^{-x}}
\]

where, \( \ast \) is the two-dimensional discrete convolution operator and \( f \) is the non-linear sigmoid function. The weights are initialized randomly and then updated with a back propagation algorithm in each iteration, insofar as the learning rate. The batch normalization layer normalizes the distribution of activations considering zero mean and standard deviation in each hidden layer for the current mini-batch during the training procedure. The forward propagation of batch normalization is calculated as follows:

\[
\mu_{B} = \frac{1}{m} \sum_{i=1}^{m} x(i)
\]

\[
\sigma_{B}^{2} = \frac{1}{m} \sum_{i=1}^{m} (x(i) - \mu_{B})^2
\]

\[
\varepsilon(l) = \frac{x(i) - \mu_{B}}{\sqrt{\sigma_{B}^{2} - \varepsilon}}
\]

\[
y(l) = yx(l) + \beta
\]

where, \( \mu_{B} \) and \( \sigma_{B}^{2} \) are the mean and standard deviation of mini-batch \( x(l) \), respectively. ^ is the normalized activation. \( \gamma \) and \( \beta \), named as offset and scale factor, are also learnable parameters that are updated during the network training.

The rectified linear unit (ReLU) layer performs thresholding for each element of the activation input, where any value below zero is set to zero and is defined as follows:

\[
f(x) = \begin{cases} 
  x, & \text{for } x \geq 0 \\
  0, & \text{for } x < 0 
\end{cases}
\]

The output of the max-pooling layer gives the maximum activation on non-overlapping rectangular regions to reduce the spatial size of the input activation. It allows the network to have a faster convergence rate by selecting superior invariant features that improve general performance. The max-unpooling layer also un pools the activation maps. A softmax layer produces the probability map from the output of the last ReLU layer using softmax function as follows:

\[
\text{Probability}(y = 1|x; W) = \frac{1}{1 + e^{-Wx}}
\]

where, \( y \) and \( W \) express the class label and weight. Finally, the pixel classification layer transforms the classification results to the binary image for the pixels in the region of interest (ROI) [33-38].

### 2.3 Verification of data sets

Data sets are explained in detail in Table 2. The data set prepared for the diagnosis of Hypertensive Angiopathy problem must conduct validation. In other words, the method in use must continuously give what is expected in an accurate and exact way, and the results must be proven and consistent for each observer. Verification process involves all the processes that must be conducted for consistency.

Since the private clinic, from which the data were taken, has other branches in Europe, Asia, and mainly Central Asia, and since some operations could be performed only in Izmir, not all the patients, whose data were obtained, are from Turkey. Therefore, when generating the data, an ethnic spectrum was created even if low percentages.

The data of the patients were obtained and arranged based on the hospital visiting order regardless of the age, gender, and problem. Since some patients had a problem with only one eye, the image of a single eye was taken and classified.
Those who are specified as A and B in Table 2 are healthcare providers. Both employees are nurses who have been working in this industry for more than 15 years. They are specialized and competent individuals.

All the retinal images are in 937x781 dimensions and compressed JPEG format. The image size varies under 100KB and the images are greyscale.

With the decision number 2020/361, Selçuk University Local Ethics Board has permitted to use the data which were obtained from Bati Göz Hospital, in this study for the engineering approaches.

### 2.4 Training, experience, and ways of working of classification team

The W, X, Y, Z specialized physicians mentioned in the classification section in Table 2. are the physicians who majored on vision disorders after receiving medical education in Turkey. Specialized physicians with minimum 8-year experience on Eye Health & Diseases also work abroad. The physicians reviewed the classification of the images by creating sub-folders for themselves in a restricted area on the Internet. They generally observed the decisions of the other physicians after making a decision, thus, this led to a whole data set created with consensus and which is more average.

### 3. EXPERIMENTAL STUDIES AND FINDINGS

#### 3.1 Classification of hypertensive retinopathy

There is a strong correlation between hypertension and arteriosclerosis. Hypertension is an important factor for the occurrence and development of arteriosclerosis. If it is a pre-existing arteriosclerosis, it gets worse with hypertension. And sometimes, a severe arteriosclerosis may lead to hypertension. Thus, it is not exactly possible to consider these two incidents separately [33]. This relationship must be always considered when classifying the hypertensive or arteriosclerotic changes [33-38]. There is no universally acknowledged classification for possible fundus changes in hypertension. The first classification was done by Keith-Wagener and Barker in 1939 [33-36, 38]. In this classification, arteriolar sclerotic and hypertensive retina findings were gathered in 4 groups.

- **Grade0**: Normal
- **Grade1**: Light reflex of arterioles expands. Arteriovenous pressure is minimal or non-existent.
- **Grade2**: Changes in the light reflex of arterioles and crossing symptoms are more obvious.
- **Grade3**: Arterioles look like “copper wire”, and arteriovenous crossing symptoms are more obvious.
- **Grade4**: Arterioles look like “silver wire”, and arteriovenous crossing symptoms are much more severe.

Scheie classified the hypertensive retina changes as follows [33-35]:

In addition to the abovementioned findings, papilledema is observed. Hypertensive retinopathy findings in some patients may not exactly involve this classification. For example, if the person had involutional sclerosis or arteriosclerotic changes before, this may prevent generalized or focal arteriolar construction [34]. In addition, sclerotic changes are not observed in young patients with toxemia of pregnancy or essential hypertension. Because sclerotic changes are the symptoms of a long-term hypertension.

Inspired by these approaches, while the images of eyes with no problems were collected in Level 0, the images of end stage eyes were collected in Level 3. A total of 4 classifications were created.

The Level 0 set. Level 0 is the data set for eyes without any problems. Level 1 data set images show the expansion of the light reflex of arterioles. However, arteriovenous pressure is minimal in most of the images. Level 2 has images in which the generalized arteriolar stenosis is more obvious. These images have focal arteriolar construction. Level 3 has all images for weak macular capillary perfusion, macular hemorrhage, retina edema, lipid exudations, branch retinal artery, vein occlusion, and less often, serous macula.

The W, X, Y, Z specialized physicians mentioned in the classification section in Table 2. are the physicians who majored on vision disorders after receiving medical education in Turkey. These experts carried out the classification carefully.

#### 3.2 Data set

DRIVE data set contains a total of 4,000 fundus images collected from 2,224 individuals between 12-86 ages in Turkey. All the retinal images are in 937x781 dimensions and compressed JPEG format. The image size varies under 100KB and the images are greyscale. The images in DRIVE data set consists of the images of patients with or without different levels of Hypertensive Angiopathy problem.

This team consisting of educated professionals captured 2 retina images (for right and left eyes) or 1 retina image, if just one eye was problematic, of each patient regardless of age and gender during their own working hours. Then, each retina image was analyzed by 4 specialized physicians, and asked to be distributed and created based on 4 classification categories.
**STARE** data set contains 200 fundus images captured by the experts. A fundus camera, which can capture high-definition images, was used. Fundus images were generated by digitalizing the data obtained from the imaging device that enabled the vessel segmentation of the patient. In this way, it was possible to determine if each pixel on the image was a vessel. Then, as in the DRIVE data set, each retina image was analyzed by 4 specialized physicians, and asked to be distributed based on 4 classification categories. During the generation process, equal number of images were taken from each grade of the disease.

The gray patches as a training set were generated from the training images by using the patch-based data augmentation strategy in Algorithm and the dimension of the patches was 48 × 48. A total of 4,000 images from the DRIVE dataset and 200 randomly selected images from the STARE dataset were used in the training, and the remaining images from both datasets were used in testing the proposed method.

Five evaluation metrics are employed to evaluate the performance of the proposed method: sensitivity (Se), specificity (Sp), accuracy (Acc), dice and area under the receiver operating characteristic (ROC) curve. The mathematical expressions of these metrics are as follows:

\[
\text{Sensitivity (Se)} = \frac{TP}{TP + FN}
\]

\[
\text{Specificity (Sp)} = \frac{TN}{TN + FP}
\]

\[
\text{Accuracy (Acc)} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Dice} = \frac{2TP}{2TP + FP + FN}
\]

where, TP, TN, FP, and FN indicate True Positive (correctly identified vessel pixels), True Negative (correctly identified background pixels), False Positive (incorrectly identified vessel pixels), and False Negative (incorrectly identified background pixels), respectively. The accuracy represents the overall success of the model on the detection of both vessel and background pixels, while sensitivity and specificity represent.

The overlapping ratios with the correctly segmented vessel and background pixels, respectively. Dice and AUC are also quite effective indicators for assessing the classification performance of the unbalanced database, where positive and negative samples are not equally distributed. Training is carried out by considering the various batch sizes and the obtained performance results.

ROC curve results generated in the suggested system are demonstrated in Figure 4.

![Figure 4. Demonstration of ROC curve on DRIVE and STARE sets](image)

### 3.3 Diagnostic performance of deep learning system

For prognosis, 25 images were taken from each folder in the data set, and expected to output data from the previously educated data set. 95 out of a total of 100 images used for prognosis belong to the correct classification. The results of the remaining 5 images belong to the upper or sub-class; despite this, the best second prognosis with usually high percentage belongs to its own classification.

### 4. DISCUSSION

The suggested system, supported by deep learning algorithms, detecting the Hypertensive Angiopathic Retinopathy, compared to the other approaches built in a clinical environment based on multi-racial population, was created with more limited data sources unlike the diabetic retinopathy evaluations in which half a million images were used. Therefore, the studies conducted for similar problems have higher precision.

Deep Learning Algorithms were scaled to the current model and transformed into a clinically acceptable version in order to identify Hypertensive Angiopathic Retinopathy or macular degeneration related to angiopathy, which possibly refers to the relevant eye diseases. Although Hypertensive Angiopathy observations were collected by non-specialist personnel, they were compiled by educated specialists, and graded by professional experts specialized on Hypertensive Angiopathy. In this way, a “semi-automated” model was built in which the deep learning algorithms will be included in a virtual platform where Hypertensive Angiopathy screening programs are already available.

Medical devices for optional optic coherence tomography (OCT) can be used in a way to be instantly triggered when any optic tomography image is generated inside. Similar studies were conducted with automated software on retinopathy screening.

Based on a study by Gulshan et al., the image pool consisting of approximately 10,000 images obtained from public databases (EyePAC-1 and Messidor-2) can be referred. With this pool, deep learning system with high precision and specificity (>90%) for diabetic retinopathy was reported. Similarly, Gargeya and Len utilized optimum deep learning diagnostic performance to identify any diabetic retinopathy by using the other two public data pools (Messidor-2 and E-Ophtha) [1].

To be precise, deep learning systems, which screen through the retinopathy images prepared in clinical environments by using different images in different qualities and from different cameras, were developed and the system was tested based on the data to compare the results. For these reasons, the current study may contribute to the other studies with similar and different qualities.

### 4.1 Limitations

This study has some limitations. First, the training set was developed by only the specialized ophthalmologists based on the grading of all images. Even though the reference standard in the primary verification used grading by a retina specialist, only the specialized ophthalmologists were asked for help instead of retina specialists, general ophthalmologists, educated graders, or optometrists when creating the reference standards since there were no external data sets.
In the suggested deep learning system, the training and verification data sets were created by using the data of people from other countries (Table 2) reviewed by specialized ophthalmologists. In this way, while the data pool was preferred to be enriched, a very small part of the entire data pool was built with different ethnic groups.

Another limitation in the suggested system is that all the classified images were taken from only one imaging device. The fact that different imaging devices were not used during the training of the system causes a significant restrictive effect as part of the expansion of the system.

5. RESULTS

In this study, a system which can diagnose the Hypertensive Angiopathy from fundus images was developed. The system is an architecture built by sequentially using the convolutional neural network layers. In this system, based on an image given for the prognosis process, it is expected to determine whether there is a disorder and, if there is, to classify.

In classification process, the word “Grade” is used, and Hypertensive Retinopathy problem is encountered at every stage of most classifications. However, in the suggested system, as the first classification consists of the eye images without any disorder, the name of the classification is “Level”.

The Deep Learning Algorithm was educated with a total of 4,000 fundus images. Among them, the first 1,000 images constitute the Level 0 set. Level 0 is the data set for eyes without any problems. Level 1 data set images show the expansion of the light reflex of arterioles. However, arteriovenous pressure is minimal in most of the images. Level 2 has images in which the generalized arteriolar stenosis is more obvious. These images have focal arteriolar construction. Level 3 has all images for weak macular capillary perfusion, macular haemorrhage, retina edema, lipid exudations, branch retinal artery, vein occlusion, and less often, serous macula. The data (number of images) in the data sets are very close. All images were completed and classified before December 2020.

Out of 4,000 images in the training data set, 25% (Level 0) were used in healthy eye classifications, and 75% were used in sick eye classifications (Level 1, Level 2, Level 3).

The results proved that each component of the data set could provide the expected level of performance, and that the overall data set outperforms the existing methods in terms of accuracy and AUC scores.
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