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The new retail is an industry featured by online ecommerce. One of the key techniques of 

the industry is the product identification based on image processing. This technique has an 

important business application value, because it is capable of improving the retrieval 

efficiency of products and the level of information supervision. To acquire high-level 

semantics of images and enhance the retrieval effect of products, this paper explores the 

feature extraction and retrieval of ecommerce product images based on image processing. 

The improved Fourier descriptor was innovatively into a metric learning-based product 

image feature extraction network, and the attention mechanism was introduced to realize 

accurate retrieval of product images. Firstly, the authors detailed how to acquire the product 

contour and the axis with minimum moment of inertia, and then extracted the shape feature 

of products. Next, a feature extraction network was established based on the metric learning 

supervision, which is capable of obtaining distinctive feature, and thus realized the 

extraction of distinctive and classification features of products. Finally, the authors 

expounded on the product image retrieval method based on cluster attention neural network. 

The effectiveness of our method was confirmed through experiments. The research results 

provide a reference for feature extraction and retrieval in other fields of image processing.  
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1. INTRODUCTION

In recent years, e-commerce has brought great convenience 

to consumers [1-3]. A variety of products are sold online by 

ecommerce providers. The publicity images of the products 

carry much more diverse and accurate visual information than 

text. Therefore, the product identification based on image 

processing emerges as a key technique of the new retail. This 

technique boasts an important business application value, 

because it is capable of improving the retrieval efficiency of 

products and the level of information supervision [4-7].  

With the recent progress in deep learning, the image 

identification by convolutional neural networks (CNNs) has 

become increasingly accurate. However, the relevant 

algorithms need to be further improved to solve the following 

defects: poor classification effect, inefficient use of data, and 

difficulty in engineering application. 

Domestic and foreign scholars have achieved fruitful results 

on image processing of ecommerce products [8-10]. To extract 

the exact text information in ecommerce images, Wasim et al. 

[11] proposed an image text character positioning method

based on grayscale clustering and layer decomposition, and

applied it to recognize each Chinese character of complex

fonts based on multi-layer CNN; the proposed method

achieved good recognition effect and strong generalization

ability. Based on traditional image text detection algorithm,

Miao et al. [12] presented an improved detection algorithm,

which optimizes the text box merging and refining according

to text height, and solves the detection box offset induced by

inconsistent text height during text detection. To recognize

inclined text in images more accurately, Massaro et al. [13]

developed a low time-complexity, perspective transform 

correction algorithm for the distorted images after text 

detection, which achieved a desirable mean recognition 

accuracy on the corrected text region in images. Facing the 

high complexity and inefficient recognition of the current 

automatic product identification algorithm, Syberfeldt and 

Vuoluterä [14] constructed a fine-grained product image 

feature extraction and monitoring module based on a network 

with balanced performance between metric learning and 

performance accuracy, and introduced the inception module 

and a series of streamlined units, thereby effectively learning 

product features and accelerating product detection.  

In terms of product recognition, Byambasuren et al. [15] 

constructed a deep cascading embedded network good at 

learning difficult samples, selected A-softmax to measure the 

loss of recognition performance, and completed network 

training and testing on real-world ecommerce product image 

sets; their network achieved a mean recall of >99%. The 

accurate retrieval of target products has also attracted much 

attention in the academia. To realize automatic product 

recognition, Therrell [16] built up a dataset of 30 types of 

products in the field of new retail, screened the candidate 

regions of interests (ROIs) based on the location information 

of the dataset, and verified that the candidate products 

determined by the proposed significance-based unsupervised 

ecommerce target product retrieval algorithm largely overlap 

the true target products. 

In ecommerce websites, almost all items are displayed 

intuitively as images. For a consumer to purchase the needed 

product, the key determinant is the accurate retrieval of 

product images with a high similarity [17-19]. In terms of 
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product retrieval, Moorthy et al. [20] put forward a target 

retrieval algorithm for cross-domain beauty products based on 

multi-attentional mechanism, which realizes accurate retrieval 

of real beauty products in two steps: all candidate box features 

of the products were characterized by channel weighted 

generalized mean pooling features, and the attention 

mechanism was adopted to learn the description of fine-

grained features. Based on the extraction of global and local 

features, Anai et al. [21] developed a dual-layer image 

retrieval technique that fits in for offline product image 

retrieval. Hazawa et al. [22] developed a cross-media retrieval 

model for ecommerce platforms that fuses absolute and 

relative sorting results, and demonstrated that the model is 

much more accurate than the traditional single mode image 

retrieval method. 

Sorting out the relevant literature, it was clear that the 

current image feature extraction methods for image retrieval 

focus on depicting shallow features like texture, failing to 

mine high-level semantics of images. That is why none of 

them can achieve an ideal retrieval performance. This paper 

innovatively introduces the improved Fourier descriptor into a 

metric learning-based product image feature extraction 

network, and incorporates the attention mechanism to realize 

accurate retrieval of product images. Section 2 details how to 

acquire the product contour and the axis with minimum 

moment of inertia, and extracts the shape feature of products. 

Section 3 establishes a feature extraction network based on the 

metric learning supervision, which is capable of obtaining 

distinctive feature, and then extracts the distinctive and 

classification features of products. Section 4 expounds on the 

product image retrieval method based on cluster attention 

neural network. Finally, experiments were carried out to verify 

the effectiveness of our method. 

2. SHAPE FEATURE EXTRACTION

To acquire accurate features of ecommerce product images, 

this paper firstly extracts the shape feature of product features 

with the improved Fourier descriptor, and then mines the 

distinctive and classification features of products, using a 

feature extraction network based on the metric learning 

supervision. 

Figure 1. Feature extraction procedure of ecommerce product images 

First, the target color image was converted into a grayscale 

image, and removed of noises through grayscale adaptive 

thresholding. After contour extraction, the centroid of the 

product image was determined according to the coordinates of 

the contour. Then, equal chord length interpolation was 

performed to obtain the coordinates of contour interpolation 

points. Finally, the shape feature of the product was obtained 

through Fourier transform of the start point of product contour. 

2.1 Contour extraction 

The feature extraction of ecommerce product image aims to 

facilitate product image retrieval. Therefore, the contour 

extraction of product image should satisfy two goals: perverse 

the attributes of the product image, and minimize the data 

volume of the image. This paper performs edge detection on 

the product image with Canny operator. After grayscale 

transform, the product image needs Gaussian smoothing in 

both directions a and b. The corresponding Gaussian operator 

can be expressed as: 

( )

2 2

22
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G a,b, e 

+
−

= (1) 

Following direction filtering and gradient operation, the 

grayscale product image needs to be convoluted by smooth 

Gaussian template: 
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The convolution in formula (2) is equivalent to solving the 

partial derivatives in directions a and b separately, with the aim 

to derive the partial derivative matrix (3) for the calculation of 

gradient amplitude and direction: 
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Figure 2. Centroid attribute of ecommerce product image 

Figure 2 shows the gradient vector, edge direction, and 

azimuth angle of the centroid of ecommerce product image. 

The gradient was simply divided into four directions: the 

horizontal, vertical, 45° and 135°. The gradient angle is limited 

to [0°, 25°] and [155°, 180°] in the horizontal direction, [69°, 

114°] in the vertical direction, [25°, 69°] in the 45° direction, 

and [114°, 155°] in the 135° direction.  

To reduce the gradient of edge points and noise points in the 

gradient matrix, it is necessary to traverse very point in the 

matrix, find the two points from the eight neighborhoods 

sharing the same gradient direction of each matrix point, and 

compare their gradients with the gradient of the matrix point: 

if the matrix point has a greater gradient than the two points, 

then the point must be an edge point. 

Indiscriminate parameterization could result in an uneven 

distribution of data points. To smooth the product contour 

curve, equidistance interpolation was implemented on edge 

points of the product through the parameterization of 

cumulative chord length, which can characterize the 

distribution of data points relative to chord length. Let A=A(r) 

and B=B(r) be the quadratic spline interpolations constructed 

from the product contour. Then, the quadratic parameterized 

spline curve can be obtained by interpolating A=A(r) and 

B=B(r) into point sets (ri,Ai) and (ri,Bi): 

( ) ( ),SC A r B r=   
(4) 

The cumulative chord length between the spline curve 

attribute points SCi(Ai, Bi) and SCI can be expressed by: 
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The interpolation function can be expressed as: 

( )
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(6) 

2.2 Determination of the axis with minimum moment of 

inertia 

The start point of the product contour can be located by the 

identifying specific geometry and shape. Let (ai, bi) and δi be 

the coordinates and pixel value of image pixels, respectively; 

S1 be the start point of product contour. Then, the centroid of 

the product image can be calculated by: 
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The minimum moment of inertia only appears when the 

rigid body with axis symmetry and uniform mass distribution 

rotates about its symmetric axis. Hence, each pixel in the 

grayscale image composed of pixel set δ={(ai,bi)|i∈[1,Mp]} 

can be viewed as a mass microelement. In this paper, the start 

point of product contour is defined as the farthest intersection 

between the axis with minimum moment of inertia of the 

centroid and the product contour. Let (agc,bgc) be the 

coordinates of product centroid; β be the angle between the 

main coordinate axis and the line connecting the contour pixels 

divided equally into Mp groups and δgc. Then, the axis with 

minimum moment of inertia can be obtained by integrating the 

mass microelement of each pixel: 
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Further, it is necessary to implement normalization, because 

the first point described by the Fourier descriptor contains 

high-frequency information that cannot characterize product 

contour. Since the horizontal direction is the main direction λ 

for shape normalization of the Fourier descriptor, the phase 

influence e-j2πτ/P of the angle β on the moving arc length of 

boundary start point can be estimated to eliminate the phase 

effect of the boundary start point: 
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The normalized Fourier descriptor can be expressed as: 
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3. EXTRACTION OF DISTINCTIVE AND 

CLASSIFICATION FEATURES

Unlike face recognition, product identification needs to 

extract distinctive feature. This paper constructs a feature 

extraction network based on the metric learning supervision 

capable of acquiring distinctive feature, in an attempt to 

extract decisive fixed-dimensional eigenvectors from the rich 

semantics of the input product image. Figure 3 shows the 

workflow of the proposed network. It can be seen that the 

network is composed of three parts: a pretrained backbone 

network for extracting basic features and advanced semantics 

of the image; a feature extraction module for compressing 

high-dimensional eigenvectors and accelerating network 

training; a classification module for predicting the class of 

output features. 

Figure 4 details the structure of distinctive and classification 

feature extraction network based on metric learning. To enable 

the network learn more distinctive descriptions of product 

image, this paper integrates the metric learning loss of the 

supervision network in eigenvector classification with the loss 

of the network in feature classification. The former is 

measured by improved Triplet loss function, and the latter by 

Softmax loss function. 

Figure 3. Workflow of feature extraction network 

Figure 4. Structure of distinctive and classification feature 

extraction network based on metric learning 

(1) Triplet loss function

The feature extraction network is essentially a mapping

from the image space to a U-dimensional hyper spherical 

feature space. The mapping can be described as hβ(a)∈RU, 

with ||hβ(a)||2=1. The distance between two image features can 

be defined by Euclidean distance: 

( ) ( )( ) ( ) ( )
2

,
2

,i j i j i jDIS DIS h a h a h a h a   = = − (11) 

To solve the nearest neighbors classification, it is necessary 

to make the characterization of the loss function closer to 

characteristic spacing between the same class of product 

images, and away from that between different classes of 

product images. Hence, the loss function of the constructed 

network can be defined as: 

( ) ( ) ( ) ( )1 tow awaLoss Loss Loss    = − + (12) 

The above formula shows that, the loss function is 

composed of two terms: Losstow(β) and ccccLossawa(β). The 

former keeps each feature point close to neighboring points of 

the same class Γ(i), while the latter keeps each feature point 

away from neighboring points of a different class. Specifically, 

Losstow(β) can be expressed as: 
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Let [Z]+=max(0,1-Z) be the folding loss function that 

excludes the correctly classified features from the loss 

calculation. Then, Lossawa(β) can be expressed as: 

( ) ( ) ,,
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awa apap T ap
b b
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−

−
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 = + −
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Loss(β) was further improved to adapt the constructed loss 

function to the identification of public product images. A 

triplet was designed, which includes an anchor sample Cap, a 

positive sample C+ in the same class with the anchor sample, 

and a negative sample C- in a different class from the anchor 

sample. The characterization of the loss function for the triplet 

is to narrow the distance from the anchor sample to the 

negative sample, while increasing the distance from the anchor 

sample to the negative sample. Let TC be the set of triplets 

formed by the elements in the training set. Then, the distances 

from the anchor sample to positive and negative samples must 

satisfy the following margin conditions: 
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Then, the loss function of the triplets can be expressed as: 
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Formula (16) shows that, the triplet loss Losstriplet(β) does 

not need to approach a fixed feature point, but needs to traverse 

all triplets in T. If the dataset is large, the number of triplets 

will grow exponentially, making the network training rather 

lengthy. Many randomly sampled triplets will also hinder the 

deep learning and improvement of the network, and even 

cause overfitting. To speed up network training and avoid 

overfitting, this paper improves Losstriplet(β) following the 

ideas of difficult sample mining: 

( )

( ) ( )( )

( ) ( )( )
1...

1 1 1...
1...

   

max ,

min ,

i i

ap
YX Y

i j
triplet

ap
i ap j X

Y
j ap

o DIS h a h a

Loss V D h a h a

 

 


+
+=

−
= = =

−=
 +

 +
 

  = −
 
  

, (17) 

where, X and Y means the batched random sampling of Y 

images of X classes of products during training, resulting in 

X×Y image samples; V is the data of the small batch that 

represents the m-th image of the vn
m-th class products. 

The improved Losstriplet(β) consists of the maximum spacing 

between a sample in a batch from the samples in the same class, 

and the minimum spacing between that sample from the 

samples in another class. The improved version accelerates 

network training and convergence through the mining of 

difficult samples, and updates the network through full 

utilization of the data in each batch. 

(2) Joint loss function

The product image features classified by our network are

extracted in the Softmax loss supervision feature extraction 

network. Let Φj be the j-th column of the weight matrix Φ in 

the fully-connected layer, and Ψ be the bias of that layer. Then, 

the probability that the i-th product image feature Fi belongs 

to the q-th class qi can be calculated by: 

1

T
q i qi i

T
j i j

F

i q F

j

e
p

e

 +

 +

=

=


(18) 

Suppose MRS image samples are randomly collected for 

each training batch. Every sample qi was assigned a label i. 

Then, the classification loss in each training batch can be 

likened to the mean Softmax loss of using the sample data in 

that batch:  

1

1
log

RSM

cp i i

iRS

Loss q p
M =

= −  (19) 

Combining formulas (17) and (19), the joint loss function of 

our feature extraction network can be established as: 

total cp tripletLoss Loss Loss= + (20) 

where, ρ is the balance factor to strike a balance between 

metric learning supervision and classification supervision. 

4. PRODUCT IMAGE RETRIEVAL

This paper obtains accurate product image features, with the 

aid of the improved Fourier descriptor and metric learning 

feature extraction network. As shown in Figure 5, the product 

image retrieval is realized in three steps: normalizing product 

image features, similarity measurement and result output, and 

effect evaluation. In this paper, the multi-attentional multi-

class constrained loss function is combined with the cluster 

attention neural network into a product image retrieval 

algorithm. Figure 6 shows the structure of the cluster attention 

neural network, which is improved from the deep clustering 

network in Figure 7. The obtained product image features can 

be expressed as: 

* *

1[ , , ] W H E

EF F F R=   (21) 

where, F1, ..., FE are the E feature maps corresponding to the 

input product image. 

The feature maps of distinctive feature and shape feature, 

which are obtained by two network branches, are synthetized 

by the basic neural network, and then summarized. Then, the 

summation result is subject to Mask transform by Sigmoid 

function:  

( ) ( )1

E

j ii
Mask F sigmoid F

=
=  (22) 

After Mask transform, every point of each feature map is 

multiplied with a suitable attention value to obtain the final 

output: 

( )
1

E

j i ji
ATT F Mask

=
=  (23) 
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Figure 5. Procedure and evaluation of ecommerce product image retrieval 

Figure 6. Structure of the proposed neural network 

Figure 7. Structure of deep clustering network 

In the proposed multi-attentional neural network, the loss 

function is a multi-attentional multi-class constrained function 

capable of effectively identifying fine-grained targets. 

Therefore, the network receives the acquired product image 

features, and outputs the result of the multi-attentional multi-

class constrained loss function. For every data on product 

image features, it is assigned a unique attention, which 

contains a class attribute and a serial number attribute, after 

the entry into the network. In each batch processing of gradient 

descent, the output attentions are classified based on the 

attributes. Then, four different sets can be established: the set 

Wss of samples with the same attention and same class; the set 

Wsd of samples with the same attention and different classes; 

the set Wds of samples with different attentions and the same 

class; the set Wdd of samples with different attentions and 

different classes. 

The set of samples with the same attention and different 

classes can be expressed as: 

,ss ss ss sd ds ddATT W ATT W W W+ −= = (24) 

The set of samples with the same attention and different 

classes can be expressed as: 

,sd sd sd ddATT S ATT S+ −= = (25) 

The set of samples with different attentions and the same 

class can be expressed as:  

,ds ds ds ddATT W ATT W+ −= = (26) 

The Softmax loss function can be combined with the multi-

attentional multi-class constrained loss function to obtain the 

loss function of the entire network: 

( )Sea Sof ss sd dsLoss Loss Loss Loss Loss +− +− +−= + + + (27) 
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where, Loss+-
ss, Loss+-

sd, and Loss+-
ds are three N-pair loss 

functions:  
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log 1
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− +

+ + − −

 − +−

 
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     (28) 

Figure 8 shows the image retrieval process based on the 

constructed neural network. Based on the image features 

obtained in the previous section, the attention of each sample 

can be extracted by the cluster attention neural network. The 

top M attentions in terms of the similarity with attention 1, and 

the top N attentions in terms of the similarity with attention 2, 

can be outputted as the retrieval result. 

Figure 8. Workflow of ecommerce product image retrieval 

algorithm 

5. EXPERIMENTS AND RESULTS ANALYSIS

The experiments aim to optimize the dimension of product 

image eigenvector under different parameter and algorithm 

scenarios. The image retrieval effect was mainly evaluated by 

the mean precision and recall. The parameter refers to the 

number of Fourier descriptor, which determines the similarity 

of description to product shape. Figure 9 presents the influence 

of number of Fourier descriptors on retrieval results. The x 

axis stands for the number of classes of product image features, 

and the y axis stands for precision or recall. Obviously, the 

most accurate retrieval was achieved in the presence of 120 

Fourier descriptors. 

The selection of a reasonable similarity measure is critical 

to the retrieval effect of product image matching. Figure 10 

compares the retrieval results of several similarity measures. 

It can be seen that the improved Euclidean distance adopted 

here achieved the highest retrieval accuracy. Further, Figure 

11 compares the retrieval results of our feature description 

algorithm with those of traditional Fourier descriptor and 

shape context descriptor, both of which can depict the image 

shape feature. It can be seen that our algorithm with improved 

Fourier descriptor realized the best accuracy and recall. 

In addition, comparative experiments were designed to 

verify the influence of the parameter setting of triplet loss 

function on the identification and retrieval of ecommerce 

products. Table 1 shows the experimental results on the image 

retrieval precisions at different number of product classes, 

number of image samples, and value of o. Obviously, the 

optimal retrieval accuracy was achieved at o=0.4, X=9, and 

Y=5. 

Additional comparative experiments were conducted to 

reveal how the basic structure of the proposed feature 

extraction network affects the retrieval accuracy. During the 

experiments, the dimension of the eigenvector was set to the 

ideal value. The results in Table 2 shows that the densely 

connected network achieved a slightly higher (0.1-0.2%) 

retrieval accuracy than the deep clustering network and 

widened deep clustering network. Hence, it is reasonable to 

choose the densely connected network as the basic structure, 

due to its low overhead in training and testing. 

Finally, the retrieval performance of our algorithm was 

compared with that of multiple image retrieval algorithms. As 

shown in Table 3, our algorithm realized higher mean average 

precision (MAP) (0.813%) than traditional hash retrieval, 

locality-sensitive hash retrieval, minimum loss hash retrieval, 

hash retrieval with binary reconstructive embeddings, CNN-

based hash retrieval, and deep CNN-based hash retrieval. 

Therefore, it is effective to retrieve ecommerce product images, 

using the deep clustering network coupled with attention 

mechanism. 

Table 1. Influence of the parameter setting of triplet loss 

function on retrieval accuracy 

o X Y Retrieval accuracy 

0.1 

9 5 

95.83% 

0.2 96.11% 

0.3 96.56% 

0.4 96.74% 

0.5 95.89% 

0.3 5 7 94.93% 

0.3 14 3 95.77% 

Table 2. Influence of deep clustering network structures on 

retrieval accuracy 

Network 

structure 

Image 

size 

Eigenvector 

dimension 

Retrieval 

accuracy 

Deep clustering 

network 
224×224 

2,048 95.42% 

1,024 95.11% 

Widened deep 

clustering network 
448×448 

2,048 96.42% 

1,024 96.21% 

Densely connected 

network 
224×224 

2,048 97.41% 

1,024 96.52% 

Table 3. Retrieval performance of different algorithms 

Algorithms 

Product image library 

24-bit 48-bit
Best 

performance 

Traditional hash retrieval 0.2215 0.2566 0.12743 

Locality-sensitive hash retrieval 0.2879 0.3145 0.3246 

Minimum loss hash retrieval 0.2746 0.2934 0.2945 

Hash retrieval with binary 

reconstructive embeddings 
0.4833 0.5525 0.5733 

CNN-based hash retrieval 0.6314 0.6875 0.6954 

Deep CNN-based hash retrieval 0.7329 0.7784 0.7603 

Our algorithm 0.813% 

187



(a) Precision (b) Recall

Figure 9. Influence of number of Fourier descriptors on retrieval results 

(a) Precision                                                                                   (b) Recall

Figure 10. Influence of similarity measures on retrieval results

(a) Precision (b) Recall

Figure 11. Influence of feature description algorithms on retrieval results 

6. CONCLUSIONS

Focusing on the feature extraction and retrieval of

ecommerce product images, this paper innovatively introduces 

the improved Fourier descriptor into a metric learning-based 

product image feature extraction network, and adopts the 

attention mechanism to realize accurate retrieval of product 

images. Specifically, the authors detailed how to acquire the 

product contour and the axis with minimum moment of inertia, 

and constructed a feature extraction network based on the 
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metric learning supervision, thereby extracting the shape, 

distinctive, and classification features of the target product 

image. After that, the authors expounded on the product image 

retrieval method based on cluster attention neural network, and 

verified the proposed retrieval algorithm through contrastive 

experiments. The results show that our algorithm achieved 

higher MAP than other methods, and the improved Fourier 

descriptor led to good precision and recall. Therefore, the deep 

clustering network coupled with attention mechanism can 

effectively retrieve ecommerce product images. 
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