Locating and Sizing of Distributed Generation Sources and Parallel Capacitors Using Multiple Objective Particle Swarm Optimization Algorithm
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ABSTRACT

In this paper, the MOPSO algorithm has been used to locate and determine the capacity of distributed generation sources and capacitor banks in the distribution system. The intended objective function is a combination of different objective functions. The first goal is to reduce losses, and the second goal is to improve the voltage profile and the third goal is to reduce costs, which has been used by placing weight coefficients in the form of an objective function in the algorithms. For this purpose, the standard 33-bus system has been used to conduct studies. Studies have been repeated in three scenarios. In the first scenario, the locating and determination of the capacity of active and reactive resources has been accomplished with the approach of reducing losses and improving the voltage profile. However, in the second scenario, the locating and determining the capacity of these resources has been accomplished with loss and cost reduction approach and it was considered as constraint in voltage profile. In the third scenario, the simultaneous reduction of all three objective functions has been performed simultaneously. To validate the results obtained by the MOPSO algorithm, its results were compared with genetic and particle swarm algorithms. The results indicate better and more accurate performance of MOPSO algorithm in minimizing objective functions relative to other two algorithms.

1. INTRODUCTION

In interconnected power systems, with economies of scale, electric power generation is centralized by large power plants. In the early years of the emergence of interconnected systems, the system typically has an annual energy consumption of about six to seven percent of electric power consumption. In the 1970s, debates such as the oil crisis and environmental issues raised new problems for the electricity industry, as in the 1980s, these factors and economic changes led to a drop in load growth to around 1.6 to 3 percent per year. At the same time, the cost of transmission and distribution of electrical energy has increased significantly. Therefore, central power generation by large power plants was often impracticable due to reduced load growth, increased transmission and distribution costs, environmental degradation, and technological change and various legislation.

The constraints on energy resources and cost-effective energy transfer have encouraged engineers, designers and researchers in the electricity distribution industry to increase efficiency and reduce network losses over the past decade. In other words, an increase in the reduction in loss will lead to an increase in capital. Hence, loss reduction is an economic activity and reduces the cost of installing additional equipment in the network, the rate of energy and power loss, carbon dioxide emission rate and other economic parameters. About 75% of the network loss occurs in the distribution sector, so loss in distribution systems are of great importance. Reconstruction, capacitor placement and the use of distributed generation sources are of the effective ways to reduce loss and improve the voltage profile in distribution networks, which draw nowadays much more attention.

The use of distributed generation (DG) to generate electricity is one of the ways that today is being proposed to provide consumer power. Generating electricity near the place of consumption, in addition to reducing the losses in the system, can provide more flexibility to provide a variety of services to consumers. In fact, the micro-network is a collection of loads and generators which can work in island form or connected to the network. Micro-network generators are generally in the form of distributed resource generators due to low load and the nature of the micro-network. These resources can be solar cells, wind turbines, micro turbines, batteries, and more.

The use of DG in power systems can provide benefits such as power quality, improved voltage profiles, loss reduction and peak shaving, increased reliability and reduced line congestion. All of these benefits depend on the size and installation location of the DG. Otherwise, not only will the above benefits not be met it also increases total losses and reduces the voltage at the bus position and increases the congestion of the transmission line. In addition to the benefits mentioned, the small size of these resources is another advantage which makes it possible to install and operate in a very short time at the desired location.

The use of small generators to generate electricity was lost
after the creation of large power plants but with the advent of small-scale power generation technologies and the restructuring of the electric power industry and environmental issues, it has led to the re-emergence of these generators in the electricity industry. If distributed sources in distribution networks are installed at the right place with optimal capacity, this will improve the technical and economic parameters of this network.

Active and reactive resources can benefit distributed generations. But given that the production of reactive power by capacitors at a lower cost is possible, the power factor of the energy generated by distributed generation can be considered in optimal mode equal to unit one and distributed generation can be modeled as PQ busbar and net active power generator.

One of the ways today to generate power is to provide consumer power. Generating electricity near the place of consumption, in addition to reducing the losses in the system, can provide more flexibility to provide a variety of services to consumers. The use of DG in power systems can provide benefits such as: power quality, improved voltage profiles, loss reduction and peak shaving, increased reliability and reduced line congestion. All of these benefits depend on the size and installation location of the DG. Otherwise, not only will the above benefits not be met it also increases total losses and reduces the voltage at the bus position and increases the congestion of the transmission line. In addition to the benefits mentioned, the small size of these resources is another advantage which makes it possible to install and operate in a very short time at the desired location. The use of small generators to generate electricity was lost after the creation of large power plants but with the advent of small-scale power generation technologies and the restructuring of the electric power industry and environmental issues, it has led to the re-emergence of these generators in the electricity industry. If distributed sources in distribution networks are installed at the right place with optimal capacity, this will improve the technical and economic parameters of this network.

Active and reactive resources can benefit distributed generations. But given that the production of reactive power by capacitors at a lower cost is possible, the power factor of the energy generated by distributed generation can be considered in optimal mode equal to unit one and distributed generation can be modeled as PQ busbar and net active power generator. With active and reactive power supply of loads in the load location, in addition to reducing losses due to power transmission, the voltage profile can be maintained within the permissible range, therefore these two reliability indicators are improved. But the issue that matters most is the amount of active and reactive power required by the selected bus. Because the lack of proper selection of each of these values will have a high cost and low efficiency [1].

In this paper, the MOPSO multi-objective algorithm will be used to determine the optimal capacities of the capacitor and distributed generations in the standard network to improve the bus voltage profile, reduce line losses and reduce costs simultaneously. All of these benefits depend on the size and installation location of the DG. Otherwise, not only will the above benefits not be met it also increases total losses and reduces the voltage at the bus position and increases the congestion of the transmission line.

2. AN OVERVIEW OF THE RESEARCH BACKGROUND

The optimal locating of distributed generation sources and capacitor placement are both topics that have been studied on a large scale. Many articles have examined these two subjects separately. Few references have both considered simultaneously into the optimization problem. These references are different with each other in how to define the objective function (single-objective or multi-objective) and the type of optimization method used to solve the problem. In this section, first, references that address the optimal locating of distributed generation sources are examined, and then the references about capacitor placement have been addressed. Subsequently, studies that have considered the "optimal locating of distributed generation sources" and "capacitor placement" simultaneously.

2.1 An overview of the research background in the optimal locating of distributed generation sources

In most cases examined, probabilistic and experimental methods have been used to achieve the objective. The objective functions are different in the examined cases; but in all of them, it is possible to achieve the objectives by using the optimal locating of distributed generation sources in the network. Therefore, that power network metrics are met.

The location of DGs is determined and the load is variable with time, the amount of power generated by DGs is unknown [2]. In this paper, a linear programming method has been used which are mathematical and numerical optimization methods. Due to the fact that the capacity of distributed products has not been specified, the use of this method is not time consuming; but if the amount of DG generation is also needed, this method will not be responsive.

A new hybrid method is proposed by Gomez et al. [3] that uses discrete particle swarm optimization and optimal power flow (OPF). Technical constraints are also used in the optimization process to search the best locations to link distributed generation sources to the distribution network. The results obtained from the proposed algorithm and the genetic algorithm have been compared which suggests that the proposed method provides a more optimal response.

A combination method of GA and PSO algorithms for locating distributed generation sources has been proposed by Moradi and Abedini [4] to achieve the minimum losses, increase voltage stability and improve the voltage regulation index.

A comparison between power dissipation sensitivity, power stability index (PSI), and voltage stability index (VSI) has been proposed by Murty and Kumar [5] to determine the optimal location and size of distributed generation units in the radial distribution network. The main sections of this article are:

- Optimal location determination of distributed generation sources based on new methods of power dissipation and PSI sensitivity.
- The voltage stability index method proposed for optimal locating of distributed generation units.
- Comparison of sensitivity methods in the optimal locating of distributed generation sources and determination of their size.
- Optimal location determination of distributed generation sources considering load growth.
• The effect of distributed generation sources in the combination of power factor coefficients.

• The effect of distributed generation sources on the improvement of the margin of voltage stability.

The quasi-opposition-training-learning-based-optimization (QOTLBO) method is used to find the optimal location of distributed generation sources and simultaneously power loss minimization, improved voltage stability index, and the radial distribution network voltage deviation will be investigated [6]. The simulation results of the proposed method are compared with other methods of artificial intelligence such as GA/PSO, GA, PSO and thermal simulation loss sensitivity coefficient are compared. The results show that the QOTLBO method is superior to other methods.

Various distributed generation sources for active and reactive power compensation have been investigated in order to minimize power losses in distribution networks using the PSO algorithm [7]. Also, the other goals in this paper are to improve the voltage profile of all the buses. Studies have been done on standard 33 and 69-bus IEEE systems and the results obtained by the proposed method in this reference have been compared with analytical methods. In this reference, it has been claimed that in larger systems, metaheuristic methods are more suitable due to faster convergence.

A repetitive load distribution method has been used to calculate power losses in the system [8]. The type of distributed generation used in this paper is photovoltaic. The purpose of the determination of location and photovoltaic capacity was to reduce power losses and improve the voltage profile. In addition to the locating of distributed generation sources, the system has also been rearranged.

An analytical method has been used to determine the size and location of photovoltaic panels based on massive placement on the primary side of the distribution system [9]. The main goal of this research is to reduce power losses and improve the voltage profile with economic benefits. Finally, it has been shown that the massive placement of distributed generation production units in comparison with single mode leads to improved research goals.

A multi-purpose optimization method is used to determine optimal location of distributed wind and solar generation units in the distribution system based on the PSO approach [10]. The proposed method follows the voltage and power range set by the power company. The purpose of this method is to improve the voltage stability and reduce power losses of power grids by distributed generation units. A new voltage stability factor (VSF) is used to measure the voltage stability level in different network busbars. VSF is also used to assess the voltage stability status throughout the network. Compared to other voltage stability indicators, it can be concluded that VSF development is very effective and simple. The choice of optimal size and location of wind units and photovoltaic arrays in distributed systems has been discussed and the optimal placement of this inverter between photovoltaic arrays and wind units is considered. It can be seen that the proposed method is more efficient than other techniques for placing DG in both fields to minimize losses and improve voltage stability. In addition, both wind and photovoltaic units are considered as active and reactive power sources in different power ratios. By analyzing the results it can be concluded that, the distributed wind and solar sources in the post-phase power factor increase the voltage profile in the distribution busbars. The results also show that the busbar voltage increases with increasing penetration of distributed generation units.

The authors presented an appropriate analytical method for determining four types of distributed generation units to reduce the losses in the primary distribution networks [11]. This improved analytical method is a tool to calculate the optimal size of four different types of DGs and a methodology to determine the appropriate location for them. A method was also proposed for achieving the optimal power factor for delivering active and reactive power by DGs. In addition, the loss sensitivity factor (LSF) and Exhaustive Load Flow (ELF) are the methods presented. The analytical method has been tested experimentally on three different distribution systems with varying sizes and complexities. The results show that the analytical method is more effective than ELF and LSF responses. Despite its simplicity, analytical methods are not able to cope with optimization issues regarding the optimal allocation of DGs in unbalanced distribution networks due to the complexity of problems.

An efficient rapid convergence optimization algorithm has been presented based on the correction of the traditional firefighting method to determine the optimal size and location of distributed generation sources of controlled voltage in balanced and unbalanced distribution systems [12]. The proposed algorithm has modified the traditional firefighting method to effectively limit the optimization problems by providing formulas for adjusting the parameters of the algorithm and updating the equations. The proposed algorithm is a tool in the MATLAB environment and on the IEEE standard networks to minimize system power losses by precisely identifying the optimal location and size of distributed generation units without undermining the system constraints. This method is used in balanced and unbalanced distribution feeders and the accuracy of the proposed method is checked by comparing the results obtained by it and other methods. The results show that the proposed method is more effective in determining DG size, this can be stated that the proposed algorithm can not only determine the optimal DG power efficiency but also can determine the optimal DG power reactive in the appropriate range which can hold the bus voltage at a specified voltage of 1 p.u.

A new metaheuristic method called Stud Krill Herd has been used for locating and determination of the capacity of distributed resources [13]. Its main purpose is to reduce line losses by considering various constraints such as voltage range, actual generating power range of DG, power balance range and DG location range. The proposed method is implemented on the 33 and 69-bus system and can be used for any number of DGs, but for more certainty, the DG number has been considered to be 3. This method determines the optimal capacity and location of DGs in three basic load states, nominal load, and peak load finally, the results show that the proposed method is more favorable than other available methods.

The optimal location of a distributed 2.3 MW generation source in a standard 14-bus network is presented based on power losses [14]. The optimal production location of the distributed generation will be determined by the power losses in each bus to which the DG is connected. Power losses per bus are obtained by Neplan software using the Newton-Raphson method. Distributed generation can play an important role in improving reliability, power quality and voltage stability in addition to reducing losses. Finally, the results show that the optimal location to reduce the losses in the system under study is in the bus 14.

The FPA algorithm is used to determine the optimal
location and capacity of the distributed generation units in order to reduce the actual system power losses and improve the bus voltages in radial distribution networks with 33, 69 and 136 buses [15]. For validation, the proposed algorithm has been compared with other metaheuristic optimization algorithms such as ABC and CSA and the results show that research goals have improved with this algorithm.

2.2 An overview of the research background in the optimal capacitor locating

A large percentage of power system losses occur in the distribution network. Capacitor placement is one of the common methods for reducing reactive current in lines and, consequently, reducing losses. Power factor correction and voltage profile improvement are also other advantages of capacitor placement.

Optimum capacitor placement has been investigated from the 1960s. Many algorithms have been proposed to solve this problem, the early algorithms have been more heuristic and they have considered the issue as simpler. In other words, some of the problem arguments were not considered.

In the 1980s, the problem was examined more thoroughly and more comprehensively. For example, a voltage-dependent model has been proposed that considers voltage variations along the feeder [16]. The location of the capacitors also changes as a continuous variable from the beginning of the feeder.

The authors have modeled the problem as a non-linear programming problem mixed with integer numbers [17]. There, the problem has been approximated by a derivative function that can be solved by the Benders decomposition method.

In the 1990s, solving method through hybrid algorithms have been presented. Among the proposed methods, metaheuristic algorithms have a special place, because accurate optimization algorithms are usually not suitable for solving real problems. The taboo search method is used to solve the problem [18]. There, load growth, feeder capacity and voltage limits have been considered to minimize investment costs and system energy losses. Also, a sensitivity analysis method has been used to identify selected locations for capacitor placement and this will reduce the search space of the problem. Compared to the SA method, the superiority of the TS method has been shown.

The problem of locating and measuring a capacitor using a genetic algorithm has been solved [19]. Here is also a sensitivity analysis method that identifies selected capacitor placement locations and reduces the search space.

A new method for locating the capacitor has been proposed which uses a particle swarm algorithm with operators based on the Gaussian and Cauchy probability functions [20]. The proposed method is proved by two examples. Simulation results show that the proposed method can achieve a very optimal solution on the overall search with very little calculated time.

In the method proposed by Devabalaji et al. [21] an integrated approach of the loss sensitivity factor (LSF) and voltage stability index (VSI) is used to determine the optimal location of the connection of capacitive banks. In this paper, an optimization algorithm for bacterial nutrition has been used to determine the optimal size of the capacitors. The proposed method applies to a 34-busbar radial distribution network of 85 IEEE standard busbars. The simulation results show the performance and effectiveness of the proposed method.

Taher and Bagherpour [22] proposed a honey bee hybrid optimization algorithm for locating the shunt capacitors in the 25-bus and 27-bus IEEE standard distribution system. The objective function includes minimizing the loss and maintaining the total harmonic distortion (THD).

Two new algorithms are used to solve the problem of optimal locating of capacitors in a radial distribution system using two methods: Optimal locating of fixed capacitor banks (variable locations of fixed capacitive banks-VLFQ) and optimal size and capacitor locating (Variable Locations Variable sizing of Capacitors-VLWQ) are used to minimize power losses and maximize network resources [23]. Two algorithms inspired by the nature of the bat algorithm (BA) and Cocco search (CS): Search for all possible locations in the system with capacitors of different sizes, in which optimal capacitor sizes are selected based on standard sizes available on the market. In order to validate, the proposed algorithms apply to the standard 34 and 85-busbar radial distribution network and the results obtained from methods such as particle swarm optimization, harmonic search, genetic algorithm, artificial bee colony, training-learning optimization and plant growth simulation algorithm that will be available in other articles will be compared. The proposed method offers a high quality response and greater convergence speed.

Two methods are: Sensitivity Analysis and Gravity Search Algorithms (GSA) [24]. Sensitivity analysis is a systematic technique used to reduce the search space and to find the right solution for determining the location of capacitors. Capacitor values are determined for the corresponding locations using the GSA algorithm. A number of networks with different situations have been used in different sizes and complexities in order to validate the proposed method. It is also compared with the internal point analytic algorithm and one of the metaheuristic methods called thermal simulation. The results show that the proposed method is able to provide more optimal responses.

Training-learning-based algorithm (TLBO) minimizes energy losses and costs by optimally locating the capacitors in the radial distribution system [25]. The proposed algorithm examines the two learning aspects that call training phase and learning phase. For validation, the proposed method applies to radial distribution systems with 22, 69, 85, and 141 busbars. By comparing the proposed method with algorithms such as genetics, particle swarm, direct search algorithms, and integer linear programming methods, it is observed that, the results obtained from the proposed method provide better quality solutions.

2.3 An overview of the research background in the optimal locating of distributed generation sources and capacitors simultaneously

So far, a number of references have been investigated with the subject of optimal locating of distributed generation sources or capacitor. A number of references have also taken these two simultaneously. From the point of view of network utilization, the issue of the location of distributed generation sources and capacitors is proposed to minimize losses. From the perspective of mid-term and long-term planning, the locating of distributed generation sources and capacitor can be considered as the minimization of total costs including investment costs, cost of network losses, and so forth.

The locating of capacitor and distributed generation sources
in the radial distribution network have been carried out simultaneously at different load levels [26]. The goals are to reduce active and reactive power losses, reduce energy losses and improve the voltage profile. Also, the effect of capacitors and distributed generation sources on the improvement of voltage stability will be examined. The memetic algorithm is used to find optimal solutions. This algorithm is a combination of local search and genetic algorithm. The function of the proposed method runs on a sample distribution network.

A method has been proposed based on an analytical approach for determining the location and size of distributed generation sources and capacitors in order to reduce losses, taking into account the equal and unequal constraints of the distribution network [27]. The sensitivity analysis method is used to identify candidate locations for distributed generation sources and capacitor locating. For validation, the proposed method has been applied to the standard distribution network with 12 and 33 buses. The results of the optimization and comparison of the published studies indicate the location and size of the distributed generation sources and capacitors. By applying this method, loss reduction will be achieved with optimal voltage profile and also decrease in line load in distribution networks.

Gallano and Nerves [28] includes optimization studies with three objectives in the distribution system, namely: Minimizing power losses, improving voltage profiles and reducing line load by network redesign, capacitor locating and distributed generation sources are simultaneously performed. A new and fast multi-objective method that can be applied to a real network has been used. The proportionate non-dominated sorting genetic algorithm (NSGA-II) and fuzzy decision making analysis are used to obtain the best structure of the network by simultaneously connecting capacitors and distributed generation sources. The results show that in case of connecting capacitors and distributed generation sources, a more favorable response is obtained in comparison with the state in which these equipment is not present.

Optimal locating of capacitors and distributed generation sources is used to control the active and reactive power distribution [29]. This paper is based on three improved optimization algorithms, which are: Improved genetic algorithm, improved particle swarm algorithm and improved ants community algorithm to find optimal location of capacitors and distributed generation sources in variable-load scenarios. This method runs on standard 33 and 6-bus network, which yield good results and these results have been compared with other recent methods which shows a significant improvement in the results.

As was seen in the previous sections, studies on locating distributed sources and capacitors have been investigated separately and fewer researches have considered both the issue of the locating of distributed generation sources and capacitors. The relationship of distributed products and capacitors to each other as active and reactive power sources, and the effect of both on the network losses factor, the simultaneous locating of distributed generation sources and capacitors in order to propose points and the optimal capacity of distributed and capacitor installation in the medium voltage network have been the subject of this research.

3. OBJECTIVE FUNCTION AND CONSTRAINTS

In order for optimal locating of distributed generation units and capacitor banks using optimization algorithms, it is necessary to select the appropriate objective function. In this paper, three objective functions have been used to determine the optimal location and capacity of distributed generation sources and capacitor banks. The loss function, the voltage profile domain function and the cost function are calculated in the form of relations (1) to (3):

\[ f_1 = P_{loss} = \sum_{i=1}^{N_{bus}} RI^2 \]  

\[ f_2 = \sum_{i=1}^{N_{bus}} \left| V_i - V_{nom} \right| \]  

\[ f_3 = Cost = \sum_{i=1}^{N_{bus}} Cost_{DG}(i) + \sum_{i=1}^{N_{bus}} Cost_{cap}(i) + Cost_{Loss} \]  

In relation (1), \( P_{loss} \) is the active system losses and \( R \) and \( I \) are respectively resistance and current in the i-th branch and \( N_{bus} \) is the number of branches. In relation (2), \( V_i \) is the voltage of i-th bus per unit, \( V_{nom} \) is the nominal voltage in terms of per unit (which is assumed to be 1), i is the bus number and \( n \) is the number of buses. In relation (3), which is the cost relation, \( Cost_{DG} \) is the cost of distributed generations, \( Cost_{cap} \) is the cost of capacitor placement and \( Cost_{Loss} \) is the cost of losses considered, which must be minimized. These values are calculated as follow:

\[ Cost_{DG}(i) = P_{nom}(i) \cdot \pi_{DG} \]  

\[ Cost_{cap}(i) = Q_{nom}(i) \cdot \pi_{cap} \]  

\[ Cost_{Loss} = P_{Loss} \cdot \pi_{grid} \]  

In the above relations, \( P_{nom}(i) \) is the nominal power of i-th distributed generation and \( \pi_{DG} \) is the cost per kilowatt of distributed generation source power. This is the cost of the initial investment and maintenance. In Eq. (5), \( Q_{nom}(i) \) is the nominal reactive power of capacitor bank installed and \( \pi_{cap} \) is the cost per kilowatt of reactive power. Finally, the cost of losses is equal to the amount of energy lost in the cost per kilowatt of generation power.

The connection of distributed generation sources and capacitors to the existing network should be done in such a way that normal operation of the network is not compromised. This means that all the requirements for proper network operation and response to load are well done. As a result, this creates limitations, some of which are referred to below:

Load Distribution Constraints: The following two equations should be considered as load distribution constraints in all buses (other than slack bus). There must always be a balance between production and power consumption.

\[ P_{gi} - P_{di} - \sum_{j=k, j \neq \text{slack}}^{N} \left| V_i \right| \left| V_j \right| \cos(\delta_i - \delta_j - \theta_{ij}) = 0 \]  

\[ Q_{gi} - Q_{di} - \sum_{j=k, j \neq \text{slack}}^{N} \left| V_i \right| \left| V_j \right| \sin(\delta_i - \delta_j - \theta_{ij}) = 0 \]
In relationships (7) and (8), $P_e$ and $P_d$ are the active power generated and consumed in the i-th bus, $Q_{sh}$, and $Q_{e}$ are generated and consumed reactive power at the i-th bus, $V_i$ and $\delta_i$ are the size and angle of the voltage in the i-th bus, $V_j$ and $\delta_j$ are the size and angle of the voltage in the j-th bus, $Y_{ij}$ and $\theta_{ij}$ are the admittance and the admittance angle of the line between the buses i and j.

Bus Voltage Limits: The voltage of all buses should not exceed the permitted lower and upper bounds of the network.

$$|V_i| = |V_i^\text{min}| \leq |V_i| \leq |V_i^\text{max}|$$

In relation (9), $V_i^\text{max}$ and $V_i^\text{min}$ are the permitted upper and lower limits of the voltage, and the voltage of each bus must be between 0.95 and 1.05 per unit.

Constraints on the maximum current of lines: The capacity of the power transmission by lines is limited. Therefore, the current (or power) of the lines should be in such a way that it does not exceed the maximum thermal capacity of the lines in the network.

$$|I_{ij}| \leq I_{ij}^\text{max}$$

In Eq. (10), $I_{ij}^\text{max}$ is the maximum permitted current through the line between the buses i and j.

Constraints on active power of distributed generations: The active power generated by distributed generation sources should be within the permitted range. These restrictions can also be due to disproportionate technical or economic constraints.

$$P_{DG}^\text{max} \leq P_{DG} \leq P_{DG}^\text{max}$$

In Eq. (11), $P_{DG}$ is the active generation power of DG.

Capacitor banks reactive power limitation: Generation reactive power should be within the following range.

$$Q_{G}^\text{max} \leq Q_{G} \leq Q_{G}^\text{max}$$

where, $Q_{G}$ is the reactive power of capacitors.

4. FORWARD-BACKWARD SWEEP (FBS) LOAD DISTRIBUTION

The two basic steps of this method include forward-backward sweep. These two steps can be simply expressed as follows [30]:

Forward Sweep: In this step, the full length of the network from the reference busbar, which is the distribution post, is swept to the end of the feeder and usually one of the network parameters such as the busbar voltage is updated at this stage. In other words, at this stage, the busbar voltages can be updated with the current of branches from the previous repetition and the use of the radial structure of the network. Generally, in this step, a parameter changes whose nature of its changes is from the beginning of the feeder to the end of it. The most striking example is the busbar voltage.

Backward Sweep: At this step, the feeder will be swept from the end of the feeder to its beginning and usually one of the parameters associated with the sweep parameter in this step is evident. Otherwise, if the busbar voltage has been updated in the forward sweep. In this step, with the help of the busbar voltage obtained from the prior sweep, the current of the branches is updated from the end of the feeder.

Backward-Forward sweep methods have been widely used in distributed load calculations of distribution because of their high speed and the need for small computer memory, as well as their good convergence feature. Here, the general algorithm consists of two basic steps of the backward sweep and forward sweep which are repeated as the convergence can be achieved. These methods are divided into three sets of current-collecting methods, power aggregation method and total impedance method. The steps for a backward-forward sweep method for a nonlinear network can be described as follows.

1. Determine Slack Bus
2. The size and angle of the voltage for each node are considered hypothetically (usually 1∠0 pu)
3. The node current in the KM repetition is calculated as follows.

$$I_{ij}^{k} = [(S_{i}^{\text{inv}})/(V_{i}^{(k-1)})]^z$$

4. From the beginning of the feeder (slack bus), move to the end and calculate the voltage in each node in the k-th iteration.

$$V_{ij}^{k+1} = V_{ij}^{k} - Z_{ij}I_{ij}^{k}$$

We calculate the power error in each node, if the error rate is lower than the allowed error, the process is completed. Otherwise, we will go to the third stage. The power error rate is calculated from the following equation.

$$\Delta S_{ij}^{(k)} = S_{ij}^{\text{inv}} - V_{ij}^{(k)}(I_{ij}^{(k)})^z \leq \varepsilon$$

5. MULTI-OBJECTIVE PARTICLE SWARM ALGORITHM (MOPSO)

Given the few successes of the PSO algorithm in solving single-objective optimization problems, many scientists and researchers have tried to use this algorithm to solve multi-objective problems. So far, several versions of the PSO algorithm have been presented to solve multi-objective problems. One of the most famous algorithms introduced in this regard is the work introduced by Professor Coello et al. [31]. The name they chose for their algorithm is the MOPSO, which is often used exclusively for this algorithm.

This algorithm uses an operator called a single mutation operator which selects a member of the population, changes the value of a dimension to a number in the valid values range. Also, an elitism policy has been defined to keep the top and dominant results in the algorithm's iterations. Dominant responses are stored in an external archive that has a grid structure. The achievements of the correct management of the archive are the diversity of the population and the proper distribution of responses.

The selection of pbest and gbest is done according to a specific mechanism. The multi-objective algorithm cannot select a particular pbest and gbest as the best solution, because all the dominant responses are superior to one another. pbest
will be updated only when a new particle would dominate its previous value. The best is also selected in each iteration among the dominant responses in the archive.

Because in multi-objective problems instead of an objective function, several objective functions must be optimized simultaneously, in such a situation, the problem usually has more than one solution that, they are called Pareto's optimal solutions. The optimal Pareto concept can be described as follows:

$$\overline{x}_0 = (x_1, x_2, \ldots, x_n)$$

(16)

An optimal is pareto if for each x member of permitted domain and i = \{1,2, ..., k\} (for a minimization problem) (Devabalaji et. al 2015) there is:

$$\forall_i (f_i(\overline{x}_0) \leq f_i(\overline{x}))$$

(17)

where, n is the number of decision space variables and k is the number of objective functions. In other words, \( \overline{x}_0 \) is a pareto optimum if there is no other \( \overline{x} \) vector which does not worsen at least one objective function in order to improve some of the objective functions. Pareto's optimal solutions are also known as non-post solutions.

The value of the swarm distance for each solution is an estimate of the density of the solutions around it. To calculate the distance of the swarm, first we sort the solutions according to one of the objective functions in descending order. To calculate the swarm distance attributed to each point on a given front, the preceding and subsequent points relative to the objective function of the problem are selected, and a rectangle (on a two-dimensional level) is represented in Figure 1.

![Figure 1. Dominant and dominated particles of MOPSO algorithm [32]](image)

Obviously, if the number of objective functions is more than 2, then the desired points will form one cube. As shown in this figure, the numbers on the Pareto front are seen in solid form and other solutions have been displayed with hollow circles. To calculate the swarm distance, i-th solution in this figure has been drawn in rectangular form that, the previous and previous solutions to the two objective functions are in its corners. The swarm distance for this point is equivalent to the average of the sides of this rectangle. The lower the swarm distance, the greater the density of the solutions is indicated. It should be noted that if the problem has more than two objective functions, i-1 and i+1 points will not be the same for all objective functions.

An appropriate selection of optimal solutions in multi-objective particle swarm algorithm is an important step, because the function is the convergence ability of the algorithm and its ability to achieve a diverse set of non-post solutions in the decision space. In the MOPSO algorithm, the limited external archive stores non-post solutions.

To find optimal solutions, the batch of particles should not be condensed in certain points to cover all the search space. For this purpose, in this method, priority is given to non-post solutions that have a greater swarm distance value. In the external archive, non-post solutions are sorted by the amount of swarm distance in descending order. Then, at each step, several high archive solutions (for example, higher 10% of the archive) are randomly selected. This descending order in the external archives elsewhere also helps us when the archive is full.

![Figure 2. Flowchart of MOPSO Algorithm](image)

In such cases, low non-post archive responses (e.g., lower 10% of the archive) are randomly selected and replaces the new non-post solution that has been found in the recent iteration. The flowchart of the MOPSO algorithm is shown in Figure 2. The MOPSO algorithm performs the following process to determine the optimal location and capacity of distributed generation sources and capacitive banks simultaneously in the distribution system with the goal of reducing losses, improving the voltage profile, and reducing the cost.

**Step 1:** Enter the parameters of the MOPSO algorithm (number of particles, iterations, Rep, C1, C2, ...).

**Step 2:** Enter the network parameter (Parameters of load, lines, keys and ...).

**Step 3:** Particles are randomly numbered (Each of these particles represents the location and capacity of the distributed generation sources and the capacitor bank).

**Step 4:** The values of each particle in the objective functions are put and their values are calculated.

**Step 5:** Dominant Particles (Rep), accordingly, the values of the best personal memories \( P_{best} \) and the best collective memories \( G_{best} \) are calculated.

**Step 6:** Afterwards, new particles are created considering the results obtained in the fifth step.

**Step 7:** The particle size generated are put in the objective functions and the value of each of the functions for all particles is calculated.

**Step 8:** If the termination conditions are not met, go to step five.

**Step 9:** End.
6. SIMULATION AND ANALYSIS OF RESULTS

In the previous section, the objective functions and constraints governing the problem of the simultaneous locating of distributed products and capacitor banks in the distribution system and how it is performed by the multi-objective particle swarm algorithm have been expressed. In this part of the paper, the results of simulations are presented in the MATLAB software environment. For this purpose, the 33-bus network has been selected IEEE standard as a sample network for conducting studies. In Figure 3, the single-line diagram of the system has been shown. This system is a radial network connected through a downstream transformer to the top-hand network.

Figure 3. The single-line graph of the studied network

The system has 33 buses and 32 communication lines. In the above system, bus No. 1 has been selected as the reference bus. The total active and reactive load on this network is 3.72 MW and 2.3 Mvar, respectively. The goal of optimization in this section is to find the location and capacity of capacitor banks and distributed generation sources in the studied system and with the approach to reduce losses, improve the voltage profile and reduce costs. For this purpose, two single-objective (PSO) and multi-objective (MOPSO) particle swarm algorithms were used, and the parameters of these two algorithms have been presented in Table 1.

Studies have been repeated in three scenarios. In the first scenario, loss reduction and improvement of voltage profile were selected as objective functions and the optimization was done on this basis, but in the second scenario, there was a decrease in loss functions and the cost of the agenda and improving the voltage profile was considered as a limitation of the problem. Finally, in the third scenario, the simultaneous reduction of all three objective functions has been performed simultaneously.

6.1 First scenario (loss reduction and improvement of voltage profile)

In this scenario, the objectives of the problem are to reduce the power losses in the lines and improve the bus voltage profile. Eq. (18) has been used as the objective function for locating and determining the optimal capacity of active and reactive sources by the single-objective particle swarm algorithm. This relationship is a weight function of the loss and voltage that is converted to a function.

\[ f = f_1 + K_2 f_2 \]  

(18)

In Eq. (18), \( f_1 \) is the loss function and \( f_2 \) is the voltage function that, the weighted coefficient of \( k_2 = 0.1 \) has been used so that the two objective functions are equally weighed. In this relationship, the amount of losses is in kilowatt. The loss of the 33-bus distribution system before the change in the installation of distributed generation sources and capacitor banks is equal to 211.2 kilowatts. In Figure 4, the losses of each line are represented as a bar graph. The highest amount of losses is related to the parly lines that, the current of these lines is higher than the lines and the high length of these lines is another reason for their high losses.

In Figure 5, the voltage profile in different buses is shown for the 33-bus system. In the absence of active and reactive power sources, the value of the voltage function (Eq. (2)) has been calculated to be 1.8054. In this system, the 18-bus voltage with the amplitude of 0.9037 p.u. has the lowest value. The percentage of voltage loss in this bus is about 10%, which is more than permissible limit in distribution systems (5%) that, the load of reactive and reactive power compensators must improve the voltage range of this bus. After optimization by three GA, PSO and MOPSO algorithms, the proper location and capacity for installing distributed generation sources and capacitor banks were obtained. In Figure 6 the curve of the objective function changes has been shown in various repetitions of the PSO and GA algorithms.

As shown in Figure 6, the PSO algorithm compared to genetic algorithm converges to the lower value after 27 repetitions. The final value of the objective function for the PSO algorithm is 0.167 and for the GA algorithm it is 0.183. The dominant particles curve for the MOPSO algorithm has been shown in Figure 7.

<table>
<thead>
<tr>
<th>GA</th>
<th>Population</th>
<th>Iteration</th>
<th>Crossover</th>
<th>Mutation</th>
<th>Mutation Rate</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>100</td>
<td>30</td>
<td>0.8</td>
<td>0.3</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>MOPSO</td>
<td>Population</td>
<td>Iteration</td>
<td>Rep</td>
<td>V(_{max})</td>
<td>V(_{min})</td>
<td>W</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>30</td>
<td>10</td>
<td>0.4</td>
<td>0.9</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Figure 4. Losses of lines in the studied network
Among the dominant particles obtained by the MOPSO algorithm, the third particle was selected as the final solution. The results obtained from optimization by these three algorithms have been summarized in Table 2.

According to the results obtained in Table 2, after optimization by the GA algorithm, buses 33 and 12 have been selected for the installation of distributed generation sources each of which has a capacity of 1190 and 1300 kilowatts, respectively. Capacitor banks with capacities of 1700 and 700 KVAR are also proposed for installation in buses 6 and 8 respectively. If the PSO algorithm is used, the bus 15 with an active power capacity of 790 kilowatts, and also bus 33 with the capacity of 1210 kilowatt for the installation of DG and buses 7 and 30 for the installation of capacitor banks with capacities of 1720 and 570 KVAR, are selected to obtain the lowest value of the objective function while the MOPSO algorithm has selected buses 28 and 13 as the proper bus for the installation of distributed generation. The active power values of each distributed generations are 1370 and 1100 kilowatts, respectively, and their reactive power sources are 730 and 1340 KVAR for buses 25 and 30, respectively. In Figure 8, the losses of each of the lines have been presented for three GA, PSO and MOPSO algorithms.

The values of the objective function $f_1$ and $f_2$ for GA algorithms are 58.4 and 0.124, for the PSO algorithm are 46.6 and 0.120, and for the MOPSO algorithm are equal to 41.3 and 0.098. The values of the two objective functions for the MOPSO algorithm are less than two other single-objective algorithms which demonstrates the precise and accurate performance of this algorithm in minimizing simultaneously both of the objective functions. Figure 8 below shows the power losses of all lines after locating and the determination of capacity of distributed generation sources.

In Figure 8, the red line is associated with the GA algorithm, the green dot line is associated with the PSO algorithm and the black line is associated with the MOPSO algorithm. As you can see, the line losses for the MOPSO algorithm are less than two other algorithms on most lines. In the following, in Figure 9, the voltage curve of each of the 33 buses studied for the three algorithms has been shown.

### Table 2. Results of optimization in the first scenario

<table>
<thead>
<tr>
<th></th>
<th>DG I</th>
<th>DG II</th>
<th>Capacitor I</th>
<th>Capacitor II</th>
<th>$V_{worst}$</th>
<th>$f_1$ (kw)</th>
<th>Loss reduction</th>
<th>$f_2$ ($$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus No</td>
<td>Cap</td>
<td>Cap</td>
<td>Capac</td>
<td>Capac</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>No</td>
<td>ity (Mw)</td>
<td>ity (MVAR)</td>
<td>-</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Base</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.9</td>
<td>211</td>
<td>0</td>
<td>1.8</td>
</tr>
<tr>
<td>GA</td>
<td>33</td>
<td>1.19</td>
<td>12</td>
<td>1.3</td>
<td>0.7</td>
<td>0.982</td>
<td>58.4</td>
<td>72.3</td>
</tr>
<tr>
<td>PSO</td>
<td>15</td>
<td>0.79</td>
<td>33</td>
<td>1.21</td>
<td>0.57</td>
<td>0.983</td>
<td>46.6</td>
<td>77.9</td>
</tr>
<tr>
<td>MOPSO</td>
<td>28</td>
<td>1.37</td>
<td>13</td>
<td>1.10</td>
<td>1.34</td>
<td>0.991</td>
<td>41.3</td>
<td>80.4</td>
</tr>
</tbody>
</table>
The amount of line losses in the first scenario

As shown in Figure 9, network voltage profile has been improved dramatically after installing distributed generation and capacitor banks. So, after installing the sources, the voltage range in any of the buses is less than 0.98 per unit.

6.2 Second scenario (loss and cost reduction)

In this scenario, the problem of reducing the power loss of lines along with the cost reduction of the subject has been addressed. The cost per kWh of the active power lost in the transmission line is $0.8. The cost of producing each kilowatt of distributed generation power was $0.8 and the cost per KVAR of the reactive power of the capacitor bank was $0.6. The costs for capacitor banks and distributed generations include the cost of initial investment, maintenance and replacement costs. Eq. (19) has been used as the objective function to determine the optimal location and capacity of active and reactive sources by single-objective particle swarm and genetic algorithms. This relationship is a weighting function of losses and costs that has become a function.

\[ f = f_1 + K_3 f_3 \]  

(19)

where, \( f_1 \) is the loss function and \( f_3 \) is the cost function with a weight coefficient of \( k_3 = 0.0001 \). In this relationship, the amount of loss is in megawatts and the cost in dollars. It should be noted that the voltage range has been considered as a constraint in the optimization problem.

\[ 0.97 \leq |v_j| \leq 1.05 \]  

(20)

The voltage of all buses should remain within the range of 0.97 to 1.05 per unit. After optimization by three GA, PSO and MOPSO algorithms, the appropriate location and capacity for installing distributed generation sources and capacitor banks were obtained. In Figure 10, the curve of the objective function changes has been shown in various repetitions of the PSO and GA algorithms.

The PSO algorithm after 19 replicates reached its final value of 0.086, and the GA algorithm converged to 0.114 after 18 replicates. The dominant particle curve for the MOPSO algorithm has been shown in Figure 11.

In the Table 3, the optimization results have been presented by these three algorithms. According to the results of Table (3), if optimized by the GA algorithm, buses 23 and 12 have been proposed for the installation of distributed generation sources, with a capacity of 859 and 975 kilowatts, respectively. Capacitor banks with capacities of 1577 and 710 kV are respectively selected for installation in buses 6 and 2.
If the PSO algorithm is used, the bus 13 with an active power capacity of 834 kilowatts and bus 30 with the capacity of 1085 kilowatts for installing distributed generation and buses 33 and 7 for the installation of capacitor banks with capacities of 596 and 984 kvar are proposed to minimize the objective function. The MOPSO algorithm has proposed the buses 33 and 12 as the selected buses for the installation of distributed generation with capacities of 845 and 977 kW, as well as capacity of capacitor banks of 637 and 888 kvar for buses 26 and 30.

The loss of the distribution system in the case of using GA, PSO and MOPSO algorithms is 49, 34 and 32 kilowatts, respectively. The cost of the system has been calculated at $1690 in the absence of active and reactive sources, which is estimated at 645 for the GA algorithm, $523 for the PSO algorithm and $487 for the MOPSO algorithm. It should be noted that the minimum voltage range for the distributed distribution system has been obtained whose values for the GA algorithm is 0.982 and for the PSO and MOPSO algorithms were respectively 0.974 and 0.975, that any value obtained in the condition of the problem applies.

In Figure 12, the power losses of all lines after locating and the determination of the capacity of distributed generation sources have been presented. As shown in Figure 12, the loss of lines for the MOPSO algorithm is less than two other algorithms in most lines and the power losses in just a few lines are slightly greater than the other two algorithms. In Figure 13, the voltage curve of each of the 33 buses studied for the three algorithms has been shown.

### 6.3 Third scenario (simultaneous reduction of losses and costs and improvement of voltage profile)

In this scenario, the simultaneous minimization of line power and cost losses and improvement of the voltage profile have been studied and simulated. In order to determine the optimal location and size of distributed generation sources and capacitor banks, using single-objective particle swarm and genetic algorithms, relationship (21) is used as the objective function. This relationship is a weighting function of losses, costs, and voltage profiles that have created a hybrid function.

\[
f = f_1 + k_2 f_2 + k_3 f_3
\]  

(21)

In relationship (21), \( f_1 \) is the loss function, \( f_2 \) is the voltage profile function and \( f_3 \) is the cost function in which the coefficients \( k_2 = 0.1 \) and \( k_3 = 0.0001 \) are considered. It should be noted that in this relationship the loss is in megawatts and the cost in dollar.

After determining the optimal location and size of active and reactive sources by three GA, PSO and MOPSO algorithms, the appropriate location and capacity of this installation were obtained. In Figure 14, the graph of changes in the objective function (relationship 21) has been shown in various repetitions for the PSO and GA algorithms.

<table>
<thead>
<tr>
<th>Bus No</th>
<th>Capacity (MW)</th>
<th>Bus No</th>
<th>Capacity (MW)</th>
<th>Bus No</th>
<th>Capacity (Mvar)</th>
<th>Bus No</th>
<th>Capacity (Mvar)</th>
<th>V_base</th>
<th>( f_1 ) (kw)</th>
<th>Loss reduction (%</th>
<th>( f_2 ) ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>33 0.859</td>
<td>12 0.975</td>
<td>6 1.577</td>
<td>2 0.71</td>
<td>0.982</td>
<td>49</td>
<td>76.7</td>
<td>523</td>
<td>84.3</td>
<td>487</td>
<td></td>
</tr>
<tr>
<td>PSO</td>
<td>13 0.834</td>
<td>30 1.085</td>
<td>33 0.596</td>
<td>7 0.984</td>
<td>0.974</td>
<td>34</td>
<td>83.9</td>
<td>523</td>
<td>84.3</td>
<td>487</td>
<td></td>
</tr>
<tr>
<td>MOPSO</td>
<td>33 0.845</td>
<td>12 0.977</td>
<td>26 0.637</td>
<td>30 0.888</td>
<td>0.975</td>
<td>32</td>
<td>84.3</td>
<td>487</td>
<td>84.3</td>
<td>487</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Results from optimization in the second scenario
As shown in Figure 14, the particle swarm algorithm converges to 0.1435 after 15 repetitions while the genetic algorithm has reached 0.1616 after 25 repetitions. In this scenario, the PSO algorithm has also been able to reduce the value of the objective function compared to the genetic algorithm. The dominant particle curve for the MOPSO algorithm has been shown in Figure 15.

In the Table 4, the results of optimization have been presented by these three algorithms. According to the results of Table 4, in the case of optimization by genetic algorithm, the bus 33 with a capacity of 1.32 MW and the bus 12 with a capacity of 845 kW are proposed for the installation of distributed generation sources. Capacitor banks with a capacity of 845 kVar at bus 8 and 710 kVar at bus 3 have been proposed. But if the PSO algorithm is used, the bus 15 with a power capacity of 1.125 MW and the bus 32 with a power of 885 kW for installation of distributed generations and the bus 27 with the capacity of 2740 kVar and bus 18 with a capacity of 1120 kVar for the installation of capacitive banks have been proposed to minimize the objective function. While the MOPSO algorithm has selected buses 26 and 12 as selected buses for the installation of distributed generation with capacities of 932 and 1210 kW, as well as capacitor banks with the capacitor 720 and 850 kVar for buses 27 and 30. In this case, the magnitude of the ohmic losses of the distribution system for GA, PSO and MOPSO algorithms was 76.9, 63.7, and 47.3 kw, respectively. The value of the voltage function for the GA algorithm is equal to 0.153, for the PSO algorithm is 0.167 and for the MOPSO algorithm is equal to 0.132. The total cost of the system for the case of active and reactive sources is set at $ 694 for active GA and $ 694 for the GA algorithm, $ 631 for the PSO algorithm and $ 540 for the MOPSO algorithm. According to Figure 16, it can be said that the value of the most lines of loss in the case of using the MOPSO algorithm is less than two other algorithms. In the following, in Figure 17, the voltage range of each of 33 buses of 33-bus network has been shown for three algorithms.

The minimum value of the voltage range for the distributed system is obtained whose values for the GA algorithm were 0.975 and for the PSO and MOPSO algorithms, respectively, equal to 0.981 and 0.98 respectively.

### Table 4. Results from optimization in the third scenario

<table>
<thead>
<tr>
<th>Bus No</th>
<th>Capacity (MW)</th>
<th>Bus No</th>
<th>Capacity (MW)</th>
<th>Bus No</th>
<th>Capacity (Mvar)</th>
<th>Bus No</th>
<th>Capacity (Mvar)</th>
<th>f1 (kw)</th>
<th>Loss reduction (%)</th>
<th>f2</th>
<th>f3 ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GA</td>
<td>33</td>
<td>1.32</td>
<td>12</td>
<td>0.845</td>
<td>8</td>
<td>1.320</td>
<td>3</td>
<td>0.890</td>
<td>76.9</td>
<td>63.55</td>
<td>0.153</td>
</tr>
<tr>
<td>PSO</td>
<td>15</td>
<td>1.125</td>
<td>32</td>
<td>0.885</td>
<td>27</td>
<td>0.640</td>
<td>18</td>
<td>1.120</td>
<td>63.7</td>
<td>69.81</td>
<td>0.167</td>
</tr>
<tr>
<td>MOPSO</td>
<td>26</td>
<td>0.932</td>
<td>12</td>
<td>1.210</td>
<td>27</td>
<td>0.720</td>
<td>30</td>
<td>0.850</td>
<td>47.3</td>
<td>77.58</td>
<td>0.132</td>
</tr>
</tbody>
</table>

### 6.4 Comparison of simulation results in different scenarios

This section examines the simulation results. For this purpose, three GA, PSO and MOPSO algorithms were used to determine the location and capacity of distributed generation sources and capacitor banks with the goal of reducing losses, improving the voltage profile and reducing costs in the 33-bus network. The studies were repeated in three scenarios. In the first scenario, the loss function and voltage profile were selected as objective functions and locating and determination of active and reactive resource capacity by algorithms. In order to verify the performance of each algorithm, the losses and the voltage function in this scenario have been represented as a bar graph in Figure 18.
In Figure 18, $f_1$ shows the value of the loss function and $f_2$ the value of the voltage function. As shown in the figure, after the installation of distributed generation and capacitor banks in the studied system, the losses are up to 75% and the voltage function has been improved up to more than 93%. The loss of the minimum value of the loss function and voltage have been obtained for the MOPSO algorithm and this algorithm has managed to keep these two functions at its minimum.

In Figure 19, the results obtained in the second scenario have been compared by the algorithms. In this scenario, two loss and cost functions were selected as objective functions and the voltage function has been considered as the problem constraint. In Figure 19, $f_1$ is the value of loss function and $f_2$ is the value of the cost function. Considering the values of the objective functions in the second scenario, one can infer that the distribution system is better than two other algorithms in the optimal locating of capacitor banks and distributed generation sources by the MOPSO algorithm and has been able to make the lowest losses at the lowest cost. Although the loss of this algorithm is approximately equal to the PSO algorithm but it has lower cost. But in the third scenario, losses and costs were reduced and the voltage profile improved simultaneously.

In Figure 20, the values of the objective function have been represented as a bar graph. In the following, in Figure 21, the percentage reduction in losses in two scenarios is shown as a bar graph. As shown in Figure 21, the percentage of loss reduction in the second scenario is higher than the first scenario.

The percentage of loss reduction in the first scenario for three GA, PSO and MOPSO algorithms was calculated to be 72.3, 77.9, and 80.4, respectively while these values in the second scenario for the three algorithms are 76.7, 83.9 and 84.3, respectively. The reason for the decrease in the losses in the first scenario compared to the second scenario is the objective function defined for it. In the first scenario, in addition to reducing losses, the voltage profile was also improved which has prevented further loss. In the third scenario, the loss reduction percentage for these three algorithms is 63.55, 69.81 and 77.58, respectively.

**Figure 20.** The values of objective functions in the third scenario

**Figure 21.** Percentage of loss reduction

### 7. CONCLUSION

In recent years, the growth trend of distribution networks in developing countries has increased dramatically. However, due to the lack of proper design of these systems, significant amounts of electrical energy are lost in them. Energy losses in power networks impose huge sums of money on electricity companies. The cost of losses includes losses, in addition to income reduction, investment costs for the creation of new facilities. The constraints on energy resources and costly energy transfer have encouraged subscribers, engineers, designers and researchers in the electricity distribution industry to increase efficiency and reduce network losses over
the past decade. In other words, a further decrease in the losses leads to an increase in capital. Hence, loss reduction is an economic activity and reduces the cost of installing additional equipment in the network, the rate of energy and power loss, carbon dioxide emission rate and other economic parameters. About 75% of the network losses occur in the distribution sector, so losses in distribution systems are of great importance. Reconstruction, capacitor placement and the use of distributed generation sources are the effective ways to reduce losses and improve the voltage profile in distribution networks, which is drawn nowadays much more attention. If distributed generation sources and capacitor banks are simultaneously installed in distribution networks at the right location with optimal capacity, this will improve the technical and economic parameters of this network.

In this paper, genetic algorithms (GAs), particle swarm optimization (PSO) and multi-objective particle swarm optimization (MOPSO) have been used to determine the capacity of distributed generation sources and capacitor banks in the standard 33-bus distribution network. Simulations have been conducted in two scenarios. In the first scenario, the losses and voltage profiles were considered as two objective functions used in the algorithms. After optimization by the GA algorithm, the value of the objective function of loss and voltage are respectively 58.4 and 0.124, and in the case of optimization by PSO algorithm are 46.6 and 0.120 respectively, and for the MOPSO algorithm are 41.3 and 0.098. The values of the two objective functions for the MOPSO algorithm are less than two other single-objective algorithms which demonstrates the precise and accurate performance of this algorithm in minimizing simultaneously both of the objective functions. In this scenario, after installing distributed generations and capacitor banks in the studied system, losses have been improved up to 75% and voltage function up to 93%. In the second scenario, the reduction in losses and costs have been investigated simultaneously. For this purpose, determining the optimal location and capacity of active and reactive sources were performed by three algorithms. The loss of the distribution system in the case of using GA, PSO and MOPSO algorithms is 49, 34 and 32 kilowatts, respectively. The cost of the system was $1,690 if the active and reactive sources were not installed that, this is obtained after installing resources at $645 for the GA algorithm, $523 for the PSO algorithm and $487 for the MOPSO algorithm. It should be noted that the minimum voltage range for the distribution system has been obtained whose values for the GA algorithm equal to 0.982, and for the PSO and MOPSO algorithms, respectively, equal to 0.974 and 0.975, respectively, that any resulting value is true in the condition of the problem. In the third scenario, the loss and cost reduction, and also the improvement of the voltage profile, are simultaneously addressed. Locating and determining the optimal capacity of active and reactive resources was carried out by three algorithms. The magnitude of ohmic losses in the distribution system studied for GA, PSO and MOPSO algorithms was 76.9, 63.7, and 47.3 kw, respectively. The value of the voltage function for the GA algorithm is equal to 0.153, for the PSO algorithm is 0.167 and for the MOPSO algorithm is equal to 0.132. The system costs have been calculated in the case of installation of distributed generation sources and the capacitor bank at $694 for the GA algorithm, $631 for the PSO algorithm and $540 for the MOPSO algorithm.
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