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MemoRob is a model about how to optimize the use of robots for learning. It is based 

on a list of each possible robotic source of distraction associated with its relevant 

effects according to its nature and to the target learning mode. While collecting the 

sources of distraction that the robotics literature provides, the instantiation method of 

pairing each source and each learning mode with the nature of the distraction as well 

as its distracting effects allows to consider how to remedy these effects of robotic 

distraction effects although still having the robotic input as a learning medium. In this 

article, we provide the motivations that led to the need for the MemoRob model, the 

list of sources and effects generated by the Human-Robot interaction that may interfere 

with learning situations, the learning modes described according to their processes and 

mechanisms and, finally, a set of predictions on whether a given robotic learning 

situations might promote attention or distraction. 
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1. INTRODUCTION

Robots are more and more daily life smart objects. While 

they were first industrially used to perform difficult and 

repetitive tasks [1], since the 90s, they are companion and 

service robots populating our environment: receptionists at 

airports, supermarket lobbies, large companies, museums, 

train stations. They also put teachers in touch with their sick 

pupils (tele-presence) or help pupils in difficulty. They assist 

nursing staff in retirement homes, rehabilitation centers and 

hospitals. They are also used for entertainment or to provide 

various types of aids [2]. That currently leads researchers to 

concentrate on ethical problems which have to be solved: "the 

potential reduction in the amount of human contact due to an 

increase in the feelings of objectification and loss of control, 

loss of privacy; loss of personal liberty but also deception and 

infantilisation" [3]. They deal the circumstances in which 

elderly people should be allowed to control robots, as well as 

questions such as: What is the role of robots? How do they 

must behave to integrate in the society without damaging 

people? What is their psychological impact on people? How 

to protect private life? 

Robots daily presence could provide real benefits to the 

elderly. For example, they can decrease loneliness per se, but 

also by keeping social links with families and caregivers, - 

thanks to video calls-, and reminding meetings. They can 

improve safety by clocking time to take medicine, calling 

emergencies in case of danger [4, 5]. They also could help 

people with Autism spectrum disorder (ASD) by favoring 

social contacts and by guiding them in their learning and 

socialization [6-8]. In addition, they can also propose 

cognitive stimulation exercises or being teachers assistants [9, 

10]. 

But, is it judicious to use robots for doing tasks that impact 

cognition? Indeed, in a situation in which a human is learning 

or training cognitive functions, s/he has to be fully attentive, 

concentrated and active. The mind activity is then regulated by 

attention, which is a sine qua non condition for learning [11] 

[12]. This focalized attention of someone interacting with a 

robot is precisely the topic at the root of our work, taking into 

account that motions, noise and even the robot shape are 

known to attract or distract attention [13-15].  

So, by their nature, robots capture humans' attention and 

thus, they could distract them from their cognitive tasks 

although numerous studies show that robots can increase 

humans' engagement and motivation [16, 17] as well as 

cognitive performances [18]. This is why the MemoRob 

project and model aim at mastering the robots’ distractor 

effects to allow humans efficiency when performing learning 

exercises, without loss of attention being detrimental to 

cognitive work. 

In the followings, this paper is about this complex 

problematic. Section 2 gives a definition of attention and 

introduces a discussion about researches to be conducted to 

investigate the balance between attention and distraction when 

the robot intervenes during learning tasks. According to the 

state of the art of the literature, section 3 introduces the more 

studied effects of Human-Robot Interaction (HRI). Section 4 

presents the cognitive processes involved in learning tasks and 

the effects of robot induced distraction that could impede 

knowledge and know-how acquisition. Finally, section 5 is 

about concluding remarks. 
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2. ATTENTION AND DISTRACTION

2.1 What’s about attention? 

In a general way, attention is defined as a control 

mechanism of behavioral and cognitive functioning, which 

contributes to information perception and selection, thus to 

information treatment. More precisely, it could easily be 

argued that the allocation of attention can be voluntary or 

involuntary [19]: 

-Voluntary attention which is endogenous, controlled, and

top-down guided by a task execution 

-Involuntary attention which is exogenous, automatic,

attracted by an element in the environment on which one was 

not focused on before. 

2.2 What’s about distraction? 

In opposite to attention, distraction is the cognitive 

attraction to inadequate objects of the task at hand (distractors) 

and the paying of attention of these are then impairing 

attention to the adequate objects of the current task. Thus, in a 

classroom, if a pupil interest for something else the teacher 

tells or does, one could say that this pupil is subjected to 

distraction because what is told or done in the classroom 

should be object of attraction. This observation that the pupil 

is not attentive and that s/he is distracted is a normative 

observation that is made from a point of view external to the 

pupil. This external point of view, that can be those of the 

teacher, is not those of the pupil who can be very attentive to 

what "distracts" her/him. To study, understand and model 

learning, one should opt for an approach based on the learner's 

point of view. Thus, the learner model would consider that this 

one focuses her/his attention on what s/he is doing that is, thus, 

source of attraction and being consequently a source of 

distraction from other activities. 

2.3 Control and measure of attention-distraction 

An important number of research is dedicated to humans’ 

engagement in Human-Robot Interaction. Studies from 

several disciplines show that the more complex is the 

interaction, the more lengthily it is likely to capture attention 

[20]. For example, if a robot uses several modalities to interact 

with a human, it will attract human's attention more easily [21]. 

For instance, adding an auditory feedback to a visual task 

allows decreasing the level of distraction and, thus, decreasing 

the number of mistakes done par the user [22]. Another way to 

favor engagement consist through eye contact for capturing 

more lengthily the participant attention [23, 24]. Finally, when 

the user neglects the robot for another task, one among 

possible strategies to redirect human attention consists slightly 

trying to distract the user from her/his current task with 

distractors/attractors [20]. 

However, in order to get a robot that favors users' attention, 

one needs to evaluate her/his level of attention. A literature 

review allows identifying three indicators of 

attention/distraction: gaze analysis, human behavioral analysis, 

and neuronal activations analysis with EEG sensors (see 

below). Several studies establish a link between gaze and level 

of attention [25, 26]; gaze being an important social 

component and a reliable indicator of the level of interaction 

between two individuals [27]. In addition, recent studies find 

a correlation between EEG sensors data and pupil dilatation, 

which would indicate mental load and, therefore, the level of 

attention and engagement in the current task [28]. Eyes 

behavior would be a very good predictor of the level of user's 

attention. 

Researchers also try to measure attention with different 

modalities. For example, in addition to collect gaze direction, 

some studies are based on reaction time [15], facial expression, 

user's physical distance with the robot [29, 30], general 

behavior comprising verbal and non-verbal behavior [31], 

posture, as well as ongoing activities [28]. 

3. EFFECTS OF HUMAN-ROBOT INTERACTIONS

Interaction between human and robot (HRI) is a complex 

process that involves human dimensions, robotic dimensions 

and their interactions. This section lists the most known effects 

in Human-Robot Interaction (HRI) according to four 

dimensions: appearance, history, communication, adaptation. 

3.1 Appearance 

3.1.1 Anthropomorphism 

Anthropomorphism is defined by Duffy as "the tendency to 

attribute human characteristics to inanimate objects, animals 

and other things in order to help us rationalize their actions" 

[32]. Everything a robot is doing is interpreted by humans and 

has consequences for how humans perceive the robot. Many 

studies are about conditions under which humans 

anthropomorphize robots by emphasizing similarities between 

robots and humans [33, 34]. 

3.1.2 Incarnation 

Among anthropomorphism properties, physical similarity 

appears to be related to human acceptance of the robot [16] 

[35]. Among the major results, the literature shows that 

physical embodiment of an agent offers a more immersive user 

experience, improves game feedback and makes social 

interaction more believable [8]. Incarnation in a physical 

element even has a positive influence on the interaction with a 

person in telepresence by increasing its social impact, 

familiarity and directivity [36]. 

Recent studies are about the notion of re-embodiment where 

we consider the intelligence of a same robot via several 

incarnations [37], just as it is done when talking successively 

with a single person by phone, in real life, by video, etc. 

Finally, the valley of the strange [38] defines a threshold 

beyond which the appearance of the robot causes its rejection. 

The more the robot looks like human but without fully 

controlling the associated behavior, the more the level of 

discomfort of the user in HRI increases. 

3.1.3 Effect of robot gender 

Studies show that gendering the robot has an impact on the 

interaction. For example, Zhumabekova et al. have shown that 

a majority of children prefer to play with a robot of the same 

type as them [39]. Although not representative, this result is 

indicating that we must ask ourselves the question of the 

robot's gender. 
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3.2 History 

 

3.2.1 Novelty effect 

Faced with a technological novelty, humans express a 

behavior that is not representative of their long-term feelings. 

Thus, in order to study the set of long-term interactions 

between humans and robots, one needs to wait for this novelty 

effect to pass [40]. 

 

3.2.2 Habituation effect 

Once novelty effect wears off, a habituation effect sets in 

which can cause disinterest for such an innovative technology. 

This is why humans may change their opinion of the robot over 

time [41]. The challenge then is to find strategies to engage 

humans in the interaction. 

 

3.2.3 Age of human 

The age of the participant in HRI is influencing on human 

expectations about the robot and therefore on the interaction 

[42]. As a matter of fact, many studies differentiate child-robot 

interaction [43] and senior-robot interaction [3]. 

 

3.3 Communication 

 

3.3.1 Effect of physical presence 

Unlike a virtual character, a physical robot, because of its 

sharing of the physical environment with humans, is perceived 

as "more engaging, more pleasant to interact with, more 

informative and credible" [16], it inspires more easily trust and 

respect [44], and it provides more immersive user experiences, 

better feedback and more credible social interaction [17]. 

The presence of a physical robot is also increasing positive 

emotions and will not be increasing the stress of a same 

situation experienced without a robot [30]. It is also shown that 

humans generally have more empathy for physical than virtual 

robots [45]. 

Finally, it seems that the physical presence allows the robot 

to have a natural role of coaching [46] and, thus, improves the 

performance of the coaches. For instance, participants showed 

a higher retention rate of movements to reproduce when the 

learning was guided by a robot [47]. 

 

3.3.2 Audience effect 

The presence of an observer influences the performance of 

humans. This is the audience effect, which is also observed 

when the observer is a humanoid robot [47, 48] or a group of 

several robots [49] (which seem to promote better human 

immersion in the HRI). The appearance of the robot also plays 

an important role here, since the audience experience is 

negatively appreciated with a group of non-humanoid robots 

[49]. 

Notice however that the audience effect seems to apply only 

in certain cases, for example in the case of the Stroop task that 

requires attentional control for successful performance [50]. 

 

3.3.3 Gaze effect 

Studies show that humans seek eye contact with robots just 

like they do with other humans. This has important 

consequences for the interaction, for example, humans are 

more engaged in communication if two robots are looking at 

them [49]. 

 

3.3.4 Behavior effect  

Many studies have paid attention at the effects of the 

behavior of the robot. For example, studies show that an 

emotional robot improves human perception and joy [9, 51]. It 

should also be noticed that endowing the robot with social 

behavior seems to increase human learning performance [52], 

while inappropriate behavior causes discomfort for the user 

[30]. 

There is also a positive effect on long-term memorization of 

new words and an overall higher level of engagement during 

learning activities when robotic gestures are used [53]. In 

addition, previous studies have shown the importance of 

congruence between gesture and speech on the robot 

credibility [54]. 

 

3.4 Adaptation 

 

3.4.1 Expectations 

Even before the taking place of interaction with a robot, 

humans have expectations that are affecting directly how they 

perceive the interaction. For example, the user expects a 

robotic cat to behave as a real cat, at the risk of rejecting the 

robot. However, the level of expectation is quite different if 

the robot is a humanoid, a familiar animaloid, an unfamiliar 

animaloid, or an imaginary one (from the most expected to the 

least expected) [4]. 

In addition, with the emergence of social robotics, robots 

are judged and scored through human subjective emotional 

measures (joy, well-being), and no longer only with objective 

measures (speed, precision), which places humans at the heart 

of interaction and evaluation [4]. 

 

3.4.2 Anticipation of humans 

Humans prefer interacting with a robot whose behavior they 

can predict. Such an ability to anticipate interaction increases 

anthropomorphism towards the robot and its acceptance [33]. 

 

3.4.3 Interaction effects 

All of these effects impact on each other. 

For example, Park et al. have shown that the behavior of the 

robot and its appearance are both important, but that if they are 

contradictory then it is the behavior of the robot that 

predominates over its appearance in human perception [55]. A 

good illustration is the study which shows that the robot is 

judged to be smarter and more appreciable if it makes subtle 

jokes [56]. 

Literature also shows that the robot's appearance and its 

context have an impact on robot acceptance. For example, a 

"product-oriented" robot increases consumers' purchasing 

intention more than a "human-oriented" robot. Thus, 

expectations and context are playing an important role in the 

acceptance of the robot [57]. More generally, in a social 

context, humans prefer to interact with a humanoid robot, 

while in a task context, humans prefer to interact with an 

industrial robot [58]. 
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4. COGNITION AND LEARNING 

 

As seen in section I, robots are often used in learning 

situations according to various paradigms [6-10]. They can be 

used of course for learning robotics, for learning with robotics 

with a robot that can be used for demonstration, or for teaching 

with robotics with a robot that can teach [59]. A robot can also 

be used to motivate the child by pretending being in a student 

position and asking the child to teach it ; which forces the child 

to master what s/he must transmit to the robot and to have a 

meta-pedagogical reflection by asking her/himself how to 

explain the robot and to make it understand and learn [60]. 

Finally, the robot is also used to study learning processes by 

being the experimenter that can evaluate the child knowledge 

and know-how. In that case, the literature reports are that the 

child behaves more rationally than facing a human being to 

whom s/he attributes intentions and ways of doing according 

to the situations and contexts [61] and according to its 

commitment to the task at hand [62].  

While robots can be a learning aid in all of these situations, 

they can also be a source of distraction. Based on what we 

know about learning processes and mechanisms, let's identify 

how robots might contribute to the attractiveness upon which 

distraction is based. 

Learning is internalization of knowledge that is first 

external to the learner. There are ways of learning know-how 

and knowledge [63] and different learning mechanisms. All 

modes of learning aim at an internal representation of 

knowledge of the external world [64]. This representation 

corresponds to networks of categories which are mainly 

hierarchized according to one type of relationship for know-

how (troponymy: a manner of doing something) and two other 

types for knowledge about things in the world (taxonomy: kind 

of and meronymy: part of) [65]. To these categories are 

attached properties, including know-how and action, which 

allow the creation of so-called “natural” categories and 

especially the use of these categories to detect, recognize and 

then identify a new object, a new relationship, a new way of 

doing things [66, 67]. Finally, there is a primacy of action over 

knowledge conceptualization: It is through action that 

categories of the objects and concepts are built [68] and it is 

through function (what's for) and execution (how to) that the 

category of useful objects of everyday life are defined and 

refined [69, 70]. 

The learning of know-how can be done by many ways: there 

are learning by imitation, learning by doing, learning by 

problem solving, procedural learning of how to perform tasks 

[71, 72]. As for the learning of knowledge: there are verbal 

learning, learning through education and teaching [73], 

learning through reading and learning through writing verbal 

production [74].  

Among the learning mechanisms, there are learning by 

analogy [75] and by categorization [76], and by accretion, 

tuning and restructuring [77].  

For all of these learning modes and mechanisms, the robot 

can play a positive role by controlling and reducing the 

distracting effects of diverse factors that could have an impact 

(see section III), or being source of distraction affecting any of 

these learning modes and mechanisms. The science of robotics 

interaction is be used to predict the negative or positive effects 

of using robots for learning according to learning modes and 

robot intervention mode that promotes attention or distraction. 

 

 

5. CONCLUSION AND PERSPECTIVES 

 

The next step of our research is to define a robust MemoRob 

model. Our aim is to base this Human-Robot Interaction (HRI) 

Model on the measurement processing of human attention in 

order to determine the conditions that make it possible to 

maintain or increase the user's engagement and, to do so by 

provide an appropriate response. For instance, if a user is 

losing her/his attention, being disengaged from the HRI 

because being engaged in another current task, - or trying to -, 

one way is to distract her/him from this alternative candidate 

task in order to re-attract her/his attention to the IHR, taking 

advantage of the auspicious times. 

Our goal is to set up a series of experiments to test the 

model's predictions in situations that promote either attention 

or distraction; this in order to be able to offer optimal learning 

situations. 

We are currently working on the design and development of 

an experimentation and evaluation platform devised to 

compare a real robot, the same robot in its virtual version (its 

avatar) and with a tablet for differentiating among these HRI 

modes. This platform will allow experiments to be carried out 

by comparing a control situation, a situation with a physical 

robot and a situation with a virtual robot. The next step will be 

to address effects that can be controlled, for example the 

novelty effect and the habituation effect in the context of 

dedicated scenarios. Finally, a last step will be defining a set 

of experiments to measure the impact of the robot's effects, as 

well as the MemoRob remediation on human learning. 
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