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 Effective congestion control is an issue strongly impacting basic features demanded 

from modern network environment as reliability, high and stable throughput, and low 

delays. These characteristics define the quality of communication channels. 

Optimizing network nodes configuration for only one of mentioned features, can 

exacerbate other parameters. This paper focuses on avoiding and alleviating network 

congestions using multi-objective optimization for gain setting of used controllers. 

Unlike in other presented approaches, in this case the non-stationary, discrete, 

dynamical model is discussed. The significant advantage of this approach is in the 

better reflection of the real environment conditions, where the transmission delay is 

floating. As the further development of the control strategy, the controller with the 

memory of previous steps have been deployed. Such control strategy mitigates the 

unfavorable impact of extended delays. Both proposed control strategies tune the 

presented model of communication channel to alleviate the results of sudden, 

unexpected network state changes. It is obtained by maximization of available 

bandwidth usage combined with minimization of buffer utilization. This supports 

avoiding undesirable congestion effects like packet dropping, retransmissions, high 

delay, and low network throughput.  
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1. INTRODUCTION 

 

Congestion management in communication nodes plays the 

key role in maintaining efficient and reliable communication 

channels. Many approaches leading to alleviate network 

congestion effects has been presented in the literature [1-5]. 

This phenomenon strongly affects even different sorts of grids. 

The literature presents the progress in research in the field of 

power networks as in data exchange networks [1, 2]. Network 

environment can be finally decomposed into a system of many 

single bidirectional communication channels interfering with 

each other and competing for available resources [6, 7]. Such 

decompilation brings also the simplification into construction 

of different models of network segments. The occurrence of 

the bottlenecks in communication networks is connected both 

with limited interlinks bandwidth as with finite hardware 

resources of network nodes involved in the packets 

transmission [5]. To mitigate the effects of blockage 

formation, variety methods and algorithms are developed and 

proposed, like sliding-mode algorithm [3, 8], fuzzy logic [9] 

and others [10-12]. Because of numerous constraints, like 

model simplification or computing consumption shrinking, 

these models have parameters constant in time. This paper 

presents the development of the non-stationary, discrete 

dynamical system model of data exchange communication 

channel. It was introduced in the paper [13] and further 

developed and tested. The discussed model relays on 

implementing time-varying delay, unlike in other approaches. 

It results in the change of system parameters, being the source 

of the model non-stationarity. The advantage of its 

implementation appears in the better reflection the real 

networking environments [14]. In the previous research the 

usage of a piece-wise affine (PWA) algorithm have been 

proposed to this model [15, 16]. This method is widely due to 

the utilized in control algorithms [17, 18]. The application of 

this approach in nonlinear systems is discussed also by 

Orłowski [19]. Stability of these systems is wider discussed in 

papers [17, 20-22]. 

The main gaol of the research presented in this paper is to 

control the length of outgoing packet queue to ensure both 

maximal available throughput utilization and minimal egress 

buffer utilization. For these colliding goals, two quality 

indexes have been introduced. The first one is monitoring the 

egress buffer occupancy of the congested node. The second 

one in focused on estimating the level of non-utilized available 

egress bandwidth. Optimizing these given functions, we find a 

set of optimal solutions. Multi-objective optimization using 

Non-dominated Sorting Genetic Algorithm (NSGA II) is used 

to find these solutions. 

The same optimization approach has been applied for two 

control strategies and collated for the comparison purpose. 

Both these strategies are discussed in consequent chapters with 

the computation results. 

In the first section of the paper presents non-stationary, 

discrete, dynamical model. It is followed by description of 

general issues of taken congestion modelling. Then two 

control strategies chosen for presented model are discussed. 

The summary of taken considerations and calculations is 

illustrated in numerical example. 

Modelling, Measurement and Control A 
Vol. 93, No. 1-4, December, 2020, pp. 39-44 

 

Journal homepage: http://iieta.org/journals/mmc_a 
 

39

https://crossmark.crossref.org/dialog/?doi=10.18280/mmc_a.931-406&domain=pdf


2. MATHEMATICAL MODEL OF THE NETWORK 

 

The network communication channel model taken into 

consideration in this paper is like in [13, 15]. It’s a non-

stationary, discrete dynamical model with the transmission 

delays varying in time. Considered fragment of network 

communication channel consists of a data source sending 

packets towards the destination. On their way, packets are 

passing through the certain number of active nodes, called 

intermediate nodes. These intermediate nodes introduce 

delays in packet transmission. There is a distinguished node 

among the others, called congested node (CN). This one acts 

in different way and can be considered as the weakest link in 

the nodes chain. Implementing congestion control into this 

node, leads to increase bandwidth utilization and efficient 

buffer occupancy. Available bandwidth is expressed as the 

number of packets that can potentially be sent from CN. 

Conditions meeting these requirements are following: 

 

( ) ( ) max0 h k d k d    (1) 

 

( ) max0 u k u   (2) 

 

where: 

h(k) - the number of packets successfully transmitted from 

the congested node toward the destination in time k. 

d(k) - available bandwidth for CN in time k. 

y(k) - queue length of CN in time k. 

dmax, umax - maximum number of packets that can be sent 

towards destination, congested nodes respectively. 

u(k) - number of packets requested by congested node from 

the source. 

 

A full model of the communication channel in vector-matrix 

notation can be written in the following way: 
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( )   ( )0 0 0 1y k k= x
 (4) 

 

where: 

xj(k) - the number of packets accumulated in an intermediate 

node j at time-step k. 

qj(k) - queuing factor.  

( )
0 - transmission

1 - congestion
jq k


= 


 

( ) ( )1j jq k q k= − . 

y(k) - congested node’s queue length at time-step k. 

 

 

3. CONGESTION CONTROL STRATEGY 

 

Network environmental resistance on the formation of the 

flow blockages strongly depends on buffers utilization level of 

network nodes participating in data exchange process. When a 

buffer is filled up, the node is not able to accept any incoming 

datagrams. In this state incoming packets must be dropped. 

That leads to retransmission attempts by the upper network 

layers of terminals involved in data exchange process. It 

finally results in increasing network occupancy and decreasing 

effective network throughput. On the other hand, in case of 

sudden and unpredicted throughput rise, a buffer should store 

enough data, not to be completely emptied before new data 

portion would feed it. That means, that a safe margin of 

utilization must be maintained in order not to completely 

empty or not to overflow buffers during unexpected sudden 

changes in the network.  

To fulfill these requirements of the effective bandwidth 

utilization and buffer occupancy, two two-dimensional 

controllers have been proposed. Both use a momentary value 

of available bandwidth d(k) for determining reference buffer 

occupancy level, but the process of control signal calculation 

differs significantly.  

The first control strategy is shown in Figure 1. 

 

 
 

Figure 1. Block diagram of the first control strategy 

 

In this case, a linear relationship between u(k) and queue 

length error: 

 

( ) ( )1
( )ru k z y y k= −  (5) 

 

where: 

ry  - reference queue length of congested node. 

z1 - linear gain of the first controller. 

Another linear relation between reference value yr and 

available bandwidth d(k) is presented below: 

 

2( ) ( 1)ry k z d k= −  (6) 

 

where: 

z2 - linear gain of the second controller. 

 

Substituting Eq. (6) in (5), we can finally formulate 

following equation: 

 

( ) ( )1 2 ( 1) ( )du k z z k y k= − −  (7) 

 

The advantage of the utilization of available bandwidth as a 

component of error signal is deeper discussed by Grzyb and 

Orłowski [15]. Since the proposed model has variable delay, 

we can expect that the minimal time-steps difference between 

the control signal adjustment and the observed result of this 

change is equal to the system order. Such delay combined with 

the dynamics of available bandwidth level is highly 

demanding from the perspective of the optimal control. 

As the response to this fact, the second control strategy has 

been proposed. Respecting (6), the second approach delivers 

different method of an error signal computing. The concept of 

this strategy is presented in Figure 2.
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Figure 2. Block diagram of the second control strategy 

 

In this approach, there is an additional block called Work In 

Progress (WIP). This block impacts directly the value of an 

error signal. WIP block accumulates the knowledge about 

ordered packets, which due to the delay didn't reach CN yet 

and the delivery phase is in progress. This information is used 

for the better adjustment of the control signal, because these 

packets are added to the value of y(k). Now the algorithm 

knows how many packets are in delivery and accommodates 

the control signal, which now is represented by the following 

equation: 
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1

1 2
1

( 1) ( ) ( )
k

i k

du k z z k y k u i


−
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  
  

    

= − − +   (8) 

 

where: 

τ - minimal latency following from the assumed system 

order.  

 

Since the model in non-stationary, and the delay is varying 

in time, it can never be lower than the system order.  

For both control strategies, wanted z1 and z2 we can define 

as vector coordinates: 

 

1 2z z 
 =z  (9) 

 

To adjust the control to the selected design requirements, 

two cost functions need to be defined. It can be described as 

follows: 
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Function (10) defines the penalty for not utilizing available 

bandwidth in time horizon. It is calculated as the difference 

between the number of packets that could be potentially sent 

due to available bandwidth and the number of packets that 

have been successfully sent. The sum (11) is representing 

cumulated buffer occupancy. Lowering this value enables to 

use the free buffer space by other data streams between the 

same or different participants. 

Given that the system is described with model (3)-(4), 

relation (7) and defined cost functions (10), (11), the optimal 

vector (9) coordinates can be determined solving the following 

multi-objective optimization problem: 

 

1 2min ,J J
z

 (12) 

4. SIMULATION RESULTS 
 

In order to illustrate proposed control systems, the 

following discrete non-stationary linear model is assumed. In 

this example, the numerical simulation of the communication 

channel with time-varying delay is made. The analysis subject 

is the length of the outgoing packet queue in the congested 

node. To fit model delays to those existing in real computer 

networks an order of system is assumed to be 30. For the 

purposes of simulation, it is assumed that the system can be 

described by the following discrete non-stationary linear 

model: 
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where: 
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Matrix A0 is like that in the paper [14] and represents a 

model of the communication channel without congestion in 

the intermediate nodes. Matrix A1 mirrors the state when 

blockage occurs in the 7th intermediate node. It is based on 

matrix A0 with following differences: element A1(7,7)=1 and 

element A1(8,7)=0. The system state, in which node 21st can’t 

forward packets is mapped by a matrix A2. It’s built on A0 

pattern, taking into consideration that A2(21,21)=1 and 

A2(22,21)=0. Matrix A3 represents a model of congestion in 

the 14th node. Like previous values it’s based on A0 with two 

different elements: A3(14,14)=1 and A3(15,14)=0. Vectors 

B(k), C(k), and F(k) are constant in time.  

For purposes of numerical simulation of model (13) - (15) 

and both control strategies, it has been assumed that: 

dmax=umax=100 packets per sample, the maximum buffer 

capacity of the congested node ymax=5000 packets and WIP 

delay τ=30. Sampling period is 10[ms] and all buffers in the 

communication channels are empty. Assumed bandwidth d(k) 

currently available for the congested node towards destination 

is shown in Figure 3. 

 

Figure 3. Available outgoing bandwidth for the CN 
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For the computation purpose it is assumed: population size 

and number of generations both equals 1000. 

On the basis of given model (3)-(4), defined cost functions 

(10), (11) and relations (7) and (8), two following sets of 

optimal solutions have been obtained using multicriteria 

optimization with NSGA II algorithm. The results are shown 

in Figure 4. 

 

 
 

Figure 4. Pareto front obtained by multi-objective 

optimization 

 

We can observe the definite improvement of the results for 

the control strategy with WIP in almost all observed scope. For 

each Pareto’s front, there are three example samples 

distinguished in Figure 4. These examples are presented in 

Table 1, collated with J1 and J2 values and corresponding to 

coordinates of the vector z: 

 

Table 1. Chosen sets of calculated results 

 
No. J1 J2 z1 z2 

11 6.2000e+02 1.4515e+06 8.4378e+02 4.7195e+01 

12 3.4024e+03 9.1741e+05 3.8634e-01 2.2550e+01 

13 4.9738e+03 5.0434e+05 3.3246e-02 3.3981e+01 

21 6.2000e+02 1.5706e+06 2.1207e+03 1.3140e+02 

22 3.4124e+03 5.0515e+05 9.4955e+00 3.4339e+01 

23 4.9652e+03 4.3526e+05 6.5137e+00 3.0838e+01 

 

Appling controllers parameters from Table 1, the queue 

length of congested node for both control strategies is 

illustrated in Figure 5. 

 

 
 

Figure 5. Congested node’s queue length for different 

controller parameters z for both control strategies 

There is also an auxiliary black dotted line in the above 

Figure 5. It represents calibrated d(k) as a reference. In Table 

1 we can see that for the same value of J1 for point 11 and 12, 

the optimal value is of J2 is higher for the strategy with 

memory.  

Figure 5 delivers the information that for the control 

strategy with WIP, controller tries to avoid an excessive buffer 

draining after the sudden bandwidth decrease in time-step 480. 

In case of obtained z vectors, it can be seen that coordinates 

set, which ensures lower buffer utilization, can’t supply 

sufficient packet number to satisfy available bandwidth, and 

vice versa. In order to present the full relation spectrum, in the 

proposed range, between vector (9) and functions (10) and 

(11) for both control strategies, four 3D surfaces are presented. 

Figures 6 and 7 present the cost functions for the control 

strategy without WIP. Figures 8 and 9 illustrate results for the 

second control strategy with WIP.  

The relation between vector z coordinates and function J1 

for (7) is presented in Figure 6, whereas the relation between 

vector z coordinates and function J2 for (7) is presented in 

Figure 7. The relation between vector z coordinates and 

function J1 for (8) is presented in Figure 8. 

Finally. the relation between vector z coordinates and 

function J2 for (8) is presented in Figure 9.  

 

 
 

Figure 6. Cost function J1 vs. controller gains for the control 

strategy without WIP 

 

 
 

Figure 7. Cost function J2 vs. controller gains for the control 

strategy without WIP  

 

In Figures 6 and 7, we observe an approximate peak 

increase of unused available bandwidth if z1 and z2 values tend 

to 0. These coordinates reflect the gain of the controller and 

the level of the reference signal, what makes the explanation 
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of this phenomenon. If we don't deliver any packets to the CN, 

we can expect the high level of underutilization of the 

available bandwidth. For the strategy with WIP we observe the 

better response to the d(k) variation, what appears as the lower 

level of surface deflections.  

Figures 8 and 9 present the level of the CN’s egress buffer 

utilization. In this case the second control strategy with WIP 

delivers smother surface together with the lower maximal 

values and faster descent of J1 along with z1 and z2 decrease. 

 

 
 

Figure 8. Cost function J1 vs. controller gains for the control 

strategy with WIP 

 

 
 

Figure 9. Cost function J2 vs. controller gains for the control 

strategy with WIP 

 

 

5. CONCLUSIONS 
 

The paper covers the use of multi-objective optimization in 

purpose of congestion avoidance in data exchange networks. 

This goal is achieved by controlling egress buffer utilization 

in active network nodes. In order to ensure both effective 

bandwidth utilization and minimization of buffer occupancy, 

double controller have been proposed. Cost functions have 

been defined with the respect the design objectives. Two 

control strategies have been introduced and subjected to 

optimization process. Pareto fronts are calculated. Presented 

numerical examples confirm that given cost functions allow 

the model functioning in expected manner. Control strategies 

comparison prioritize the approach of the deployment the 

strategy with the memory of previously ordered packets. The 

concept of the usage WIP module for the non-stationary 

system with high and time-varying delay brings the control 

quality improvement.  

This research can be extended further by taking account and 

investigate the impact of uncertainty, disturbances and 

possibly include adaptation of the model to the real network 

environment. 
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