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Clustering emerged as powerful mechanism to analyze the massive data generated by 

modern applications; the main aim of it is to categorize the data into clusters where 

objects are grouped into the particular category. However, there are various challenges 

while clustering the big data recently. Deep Learning has been powerful paradigm for big 

data analysis, this requires huge number of samples for training the model, which is time 

consuming and expensive. This can be avoided though fuzzy approach. In this research 

work, we design and develop an Improvised Fuzzy C-Means (IFCM)which comprises the 

encoder decoder Convolutional Neural Network (CNN) model and Fuzzy C-means 

(FCM) technique to enhance the clustering mechanism. Encoder decoder based CNN is 

used for learning feature and faster computation. In general, FCM, we introduce a 

function which measure the distance between the cluster center and instance which helps 

in achieving the better clustering and later we introduce Optimized Encoder Decoder 

(OED) CNN model for improvising the performance and for faster computation. Further 

in order to evaluate the proposed mechanism, three distinctive data types namely 

Modified National Institute of Standards and Technology (MNIST), fashion MNIST and 

United States Postal Service (USPS) are used, also evaluation is carried out by 

considering the performance metric like Accuracy, Adjusted Rand Index (ARI) and 

Normalized Mutual Information (NMI). Moreover, comparative analysis is carried out on 

each dataset and comparative analysis shows that IFCM outperforms the existing model. 
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1. INTRODUCTION

In recent times, enormous amount of data is being 

generated every day from various sources such as social 

media, satellites, sensors, mobile devices, computer 

simulations and business transaction. This data produces 

valuable information useful for business intelligence, 

forecasting, decision support, intensive data research. 

Walmart has nearly 2.5 petabytes and Facebook stores nearly 

30 petabytes of data, such huge data is known as Big Data; 

mining such big data is necessary to extract the desired 

information [1-3]. In general data are classified into the three 

types i.e. Structured, Semi-structured and Unstructured. 

Major part of the data portion is unstructured data which 

cannot be handled through traditional method. Big data can 

be defined through three distinctive parameters volume, 

velocity and variety [4]. Velocity describes the speed at 

which the data is exchanged, captured, and generated. 

Variety of data refers to type of data i.e. data is not always 

available in the structured form. It explains the complexities. 

Clustering is unsupervised; essential for analyzing the data, 

partitions data into various subsets in particular way that 

similar data is clustered [5, 6]. Clustering structure can be 

defined through the below equation, let’s considerC as the 

cluster set and C1 , C2  etc be the clusters. Clustering is

considered to be one of the machine learning mechanism. 

C1 ∩ C2 ∩  C2 … . .∩  Cn = ∅ (1) 

Big Data Clustering can be described through two aspects 

single and multiple machine clustering. Single aims for 

consolidating the data objects in accordance with the specific 

parameter [7]; based on the partition which divides the 

dataset into the single partition through the distance for 

points classification based on their similarities. However, the 

drawback is, it requires the pre-defined parameter which is 

non-deterministic [8-10]. Figure 1 shows different types of 

Clustering. Euclidean distance computes the minimum 

distance observed among the available cluster and assigned 

points [11]. Existing clustering algorithm has advantage of 

simple implementation whereas drawback of this approach is 

that it fails miserably to deal with large amount of data. 

Figure 1. Types of clustering mechanism 

Revue d'Intelligence Artificielle 
Vol. 34, No. 6, December, 2020, pp. 701-708 

Journal homepage: http://iieta.org/journals/ria 

701

https://crossmark.crossref.org/dialog/?doi=10.18280/ria.340604&domain=pdf


 

1.1 Motivation and contribution of research work 

 

Clustering mechanism requires the absolute weights for 

weighted distance in accordance with requirement; the 

existing clustering approach uses assigned weights randomly. 

Moreover, fuzzy and neural network aims at exploiting the 

knowledge processing; through the survey it is observed that 

very few researchers have considered deep learning concept 

and none of them have considered encoder decoder based 

CNN. Motivated by this phenomenon we have developed 

IFCM which comprises encoder decoder CNN with FCM for 

better performance metrics. 

In this work an IFCM is developed for efficient and high 

accuracy intended big data clustering. 

IFCM comprises of distinctive framework namely FCM, 

FCM with function parameter and OED-CNN. 

• FCM approach, we introduce a function which 

measure the distance between the Cluster Center (CC) and 

instance which helps in achieving the better clustering. 

Improvised FCM has Dual CNN for handling the big data in 

efficient manner.  

• Later we introduce OED- CNN model for enhancing 

the performance metrics and faster computation. 

IFCM is evaluated through considering the well-

established data such as MNIST, fashion-MNIST, USPS; 

further comparative analysis is carried out with the existing 

model. IFCM performs better than several existing model. 

 

 

2. LITERATURE SURVEY 
 

In this section we review several existing methodology; at 

first VAT [12] discuss clustering through dissimilarity matrix 

to achieve the modified matrix such that various cluster are 

displayed as the dark block through diagonally which is used 

in the dark matter halos, however this works only for the 

large cluster data. Moshtaghi et al. [13] developed an 

approach clustering by anomaly detection; here dendograms 

were used for the visual representation and applied for 

several taxonomy applications [14]. Similarly, Wilbik et al. 

[15] proposed single linkage-based clustering for segmenting 

the time series based data to monitor the patient. The VAT 

commercial application was used for security [16], further it 

is observed that K-means promises to cluster the data 

efficiently. The advantage of using K-means is its 

applicability and simplicity in several fields; as a batch based 

algorithm, it comes with various limitation as it has poor 

initialization. In recent years, deep learning has been one of 

the major research areas; a supervised learning task that has 

gained satisfactory results in big data clustering [17-20]; fails 

to deliver the result among the raw data and it affects the 

accuracy. Hence several rough based or fuzzy based 

approach is developed for handling the uncertainty in 

clustering. Deng et al. [17] developed a hierarchical approach 

which integrates the neural network and fuzzy logic for the 

robust clustering; here they minimize the vagueness. In 

literature [20], a fuzzy based CNN model was developed for 

the classification and clustering, in here at first CNN was 

applied to automate the feature extraction from given any 

input image and later FCM approach was used for clustering 

the data in defined feature space.  

Rajesh et al. [21] Developed an approach based on neural 

network with rough set based to cluster the data. Set theory 

approach was used for extracting the feature and then 

produced as input for the Feed Forward (FF)-neural network 

to cluster data. This is succeeded in handling the data quiet 

well; however these are mainly supervised learning approach 

and requires huge data for training and this further causes the 

time consumption. Further semi-supervised clustering was 

introduced to handle the clustering and classification [19, 22, 

23]; Wu and Prasad [19] developed the restricted labeled data 

using the pseudo label. At first predicted label is used for 

clustering algorithm and pre-train neural network along with 

predicted labels. Predicted label helps in extracting the 

discriminating features; further ne-tune were introduced for 

adjusting the features from given pre-trained network for 

more beneficial to the clustering and classification. Tarvainen 

and Valpola [24] proposed semi-supervised learning named 

MT-model; MT-model averages the model weight for 

formatting the teacher model. MT-model was designed for 

the online learning and large dataset.  

An efficient deep neural network was developed [25]; self-

ensemble was introduced to form the predicting the unknown 

label through network training the various epochs. Moreover, 

the above two mentioned performs great on the general 

dataset; but it fails on achieving the better accuracy on the 

noisy sample and uncertain dataset. Apart from this research 

work like the literatures [26, 27] focused on discussing 

advantage of FCM algorithm over the other clustering 

technique. Considering the above existing methodology, we 

observe that all this clustering mechanism faces problem of 

computational time, absolute clustering, and performance 

metrics. However, through the research gap analysis it was 

observed that FCM possesses a great potential in comparison 

with the other existing technique like k-means or other 

traditional method. Most of the existing model follows hard 

clustering which categorizes the object into one category 

whereas FCM is soft clustering. However, FCM takes more 

computational time and fails in metrics, hence in the next 

section we design and develop improvised FCM which is 

based on the CNN mechanism. 

 

 

3. PROPOSED METHODOLOGY  
 

In this section, we develop Proposed Mechanism based on 

the CNN for enhancing the clustering mechanism. This is 

partitioned into various segments; at first, we learn about the 

general FCM and further we introduce a function parameter 

to compute the distance between the cluster center and 

instance. Later OED-CNN is introduced for improvisation in 

performance metrics. At last, both sub-mechanisms are 

integrated and presented as IFCM. In this section we discuss 

proposed model for big data representation. Let’s define Z ∈
TK1×K2×...×K1  as N-order multidimensional array with size 

of  K1 × K2 × … .× KP ; multi-dimensional array presents 

different big data types such as unstructured data, structured 

data and semi-structured data and the character strings which 

is stored in the rational database.  

 

3.1 Initialization 

 

In general clustering approaches, objects are assigned to 

the single cluster. Fuzzy concept allows objects to belong to 

more than single cluster. In this research work we modify the 

concept of FCM algorithm. 
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3.2 System model and general FCM algorithm 

 

FCM algorithm operates through assigning the 

membership for each data point to correspondent CC based 

on the data point and cluster distance; the main advantage of 

FCM is that it provides the outstanding result in case of 

overlapped data and also it assigns the data point to more 

than one cluster. However apart from computational time and 

accuracy it requires a greater number of iteration and 

Euclidean distance is used which measures the weight in 

unequal manner. Hence this can be reduced through encoder 

decoder based CNN.  

Let us consider the dataset Z = {z1, z2, … . , zq} with cluster 

set X = {x1, x2, … . , xp}  and membership set W =

{
wkl| 1 ≤ k ≤ e, 1 ≤ l ≤

p
} ; further considering these three 

FCM can be formulated. In general, the idea of proposed 

mechanism is to integrate the IFCM with double neural 

network. Further we develop an optimized auto-encoder for 

training the for instance.  

 

𝑚𝑖𝑛: ∑ ∑ 𝑤𝑘𝑙
𝑜 ‖𝑧𝑙 − 𝑥𝑘‖2

𝑝

𝑙=1

𝑒

𝑘=1

 

∑ 𝑤𝑘𝑙 = 1, 𝑤𝑘𝑙 ≥ 0 

𝑒

𝑙=1

 

(2) 

 

To avoid false clustering, we develop modified-FCM, 

Modified FCM in the below equation.  

 

𝐿𝑜(𝑊, 𝑋) = ∑ 𝜂𝑖

𝑒

𝑘=1

∑(1 − 𝑢𝑘𝑙
𝑜 )𝑜

𝑝

𝑘=1

+ ∑ ∑ 𝑤𝑘𝑙
𝑚‖𝑧𝑙 − 𝑧𝑖‖

2

𝑝

𝑘=1

𝑒

𝑘=1

 

(3) 

 

Hence optimizing the equation helps in updating the 

membership matrix as well as cluster centers and given as:  

 

𝑥𝑘 = ∑ 𝑤𝑘𝑙
𝑜

𝑝

𝑙=1

𝑧𝑙/ ∑ 𝑤𝑘𝑙

𝑝

𝑙=1

 (4) 

 

Membership matrix: 

 

𝑤𝑘𝑙 = (1 + (
𝑒𝑘𝑙

𝜂𝑘

)

−1/(𝑜−1)

)

−1

 (5) 

 

In the above equation，ekl indicates the distance between 

the cluster and membership matrix. Table 1 below is the 

General FCM Algorithm. 

 

Table 1. General FCM Algorithm 

 
Input: dataset, Max 

Output: optimized cluster member and membership vector 

Step1: Initialization of membership_matrix 

Step2: for k =1 to e do 

Step3: cluster center updation 

Step4: updating the fuzzy constant 

Step5: for =1 to e do 

Step6: for l=1 to e do 

Step7: cluster center updation 

Step8: end for loop(step7) 

Step9: end of for loop (step6) 

Step10: end of for loop(step2) 

 

3.3 Improvised Fuzzy C-Means approach 

 

3.3.1 Function parameter 

In this section, the function parameter is introduced for 

computing the distance between the instance and CC for 

better clustering as FCM faces huge drawback due to the 

distance. In Improvised FCM each instance is considered as 

the multidimensional array for capturing the correlation over 

various modalities. Moreover, before deploying the FCM 

Optimized Encoder Decoder is applied for training the model, 

moreover to train the model Optimized Encoder Decoder is 

designed in the next section. Table 2 below is the modified 

FCM Algorithm. 

 

Table 2. Modified FCM Algorithm 

 
Input: Dataset, M, n, e 

Output: optimized cluster member and membership vec 

Step1: Initialization of membership matrix V 

Step2: for k=1 to 𝕄 do 

Step3: for k=1 to e do 

Step4: cluster center updation 

𝜂𝑘 = ∑ 𝑤𝑘𝑙
𝑙 𝑓𝑇𝐷(𝑘𝑙)

/ ∑ 𝑤𝑘𝑙
𝑜

𝑜

𝑙=1

𝑝

𝑙=1

 

Step5: for k= 1 to e do 

Step6: for l= 1 to p do 

Step7: 𝑤𝑘𝑙 = ((1 + (
𝑓𝑇𝐷(𝑘𝑙)

𝜂𝑖
)

−1/(𝑜−1)

)

−1

)  

Step8: end of for loop(step6) 

Step9: end of for loop (step5) 

Step10: end of for loop (step2) 

 

3.3.2 Computational model 

Computational model utilizes the CNN as the basic 

module for pre-training the parameters which are time 

consuming and highly computational. Further we design the 

optimized version to reduce the time overhead and the 

computational without compromising the parameters. The 

optimized Neural Network takes input as Z ∈ TK1×K2…..×KP  

and reconstruction of same is represented as Z ∈
TK1×K2…..×KP. 

 

ℎ𝑖𝑑_𝑙𝑎𝑦𝑒𝑟𝑙1…..𝑙𝑃
= 𝑒𝑛𝑐(𝜓)( ∑ 𝑑𝑙1……𝑙𝑃

(1)

𝐾1…..𝐾𝑃

𝑘1…..𝑘𝑃

+ 𝑌𝛼𝑘1…..𝑘𝑃

(1)
𝑍𝑘1……𝑘𝑃

) 

(6) 

 

𝑜𝑢𝑡_𝑙𝑎𝑦𝑒𝑟𝑘1…𝑘𝑃
= 𝑑𝑒𝑐(𝜓)( ∑ 𝑑𝑘1……..𝑘𝑃

(1)

𝐿1…..𝐿𝑃

𝑙1…..𝑙𝑂

+ 𝑌𝛽𝑙1…..𝑙𝑂

(1)
ℎ𝑖𝑑_𝑙𝑎𝑦𝑒𝑟𝑙1……𝑙𝑂

) 

(7) 

 

In above equation, K1 indicates the number of dimension 

whereas L1 indicates the hidden layer, enc is encoder and dec 

is decoder; further here we use sigmoid function in the 

encoding layer and decoding layer. Reconstruction objective 
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is given through the below equation. Eq. (8) is objective of 

the current research, this is reconstruction objective. 

 

LV encdec(ψ)

= [
1

o
∑ ( ∑ ∑ …

L1

l1=1

K1×……×KO

s=1

∑ (Ysl1…..lO

(2)

LP

lO=1

)

2
o

m=1

+ (0.5(out_layerm − Zm))
V

I((out_layerm

− Zm))

+  0.5ζ ( ∑ ∑ …

K1

k1=1

L1×……×Ln

r=1

∑ Yrk1…..kO

(1)

KO

jP=1

)

2

] 

(8) 

 

Further back propagation is used for training the parameter. 
 

3.3.3 Optimized Encoder Decoder CNN (OED-CNN) 

OED-CNN is designed to minimize the time and 

computational overhead without affecting the performance. 

Optimized ANN comprises two hidden layer. OED-CNN is 

same as the encoder decoder based CNN except here we 

introduce dual approach for better training of model. Figure 2 

below is the OED-CNN Model. 

 

 
 

Figure 2. OED-CNN Model 
 

OED-CNN takes an input as Z ∈ TK1×K2…..×KP ; further 

operation at both the hidden layer is given through the 

respective equation.  

 

ℎ𝑖𝑑𝑑𝑒𝑛_𝑙𝑎𝑦𝑒𝑟1𝑙1…..𝑙𝑂

= 𝑒𝑛𝑐(𝜓)( ∑ 𝑌𝛼𝑗1…..𝑗𝑃

2(1)
𝑍𝑗1……𝑗𝑃

𝐾1…..𝐾𝑃

𝑘1…..𝑘𝑃

+ 𝑑𝑙1…..𝑙𝑂
(1)

) 

(9) 

 

In above equation, hiddden_layer1  is the first layerand 

hiddeen_layer2 ∈ TM1×M2…..×MT . 

 

ℎ𝑖𝑑𝑑𝑒𝑛_𝑙𝑎𝑦𝑒𝑟2𝑚1...𝑚𝑇

= 𝑒𝑛𝑐(𝜓)( ∑ 𝑌𝛼𝑙1…𝑙𝑃

(1)
ℎ𝑖𝑑𝑑𝑒𝑛_𝑙𝑎𝑦𝑒𝑟𝑙1…𝑙𝑃

+ 𝑑𝑙1…𝑙𝑂
(1)

𝐿1…𝐿𝑃

𝑙1…𝑙𝑃

 
(10) 

 

Similarly, hidden_layer1 ∈ TL1×L2×…..×LN  indicates the 

second layer and Hidden_layer2 ∈ TM1×M2…..×MO ; in both 

equationsenc(ψ)  indicates the encoder. And the output is 

given through Y and represented in the below equation; here 

dec(ψ) indicates the decoder. 
 

𝑜𝑢𝑡𝑝𝑢𝑡_𝑙𝑎𝑦𝑒𝑟𝑘1…𝑘𝑂

= 𝑑𝑒𝑐(𝜓)( ∑ 𝑑𝑘1...𝑘𝑂
(2)

𝑀1...𝑀𝑇

𝑙1…𝑙𝑂

+ 𝑌𝛽𝑘1…𝑘𝑂

(1)
ℎ𝑖𝑑𝑑𝑒𝑛_𝑙𝑎𝑦𝑒𝑟2𝑚1…𝑚𝑇

) 

(11) 

Moreover, in the optimized ANN training model, Rectifier 

unit is used in the encoder function as the activation function 

and it is given as: 

 

ℎ′(𝑧) = {
1   𝑧 > 0
0   𝑧 ≤ 0

 (12) 

 

Further parameters are trained and reconstruction function 

is given as: 

 

𝐿𝐴𝑇𝐴𝐸(𝜓) = 0.5(𝑎 − 𝑧)𝑇𝐼(𝑎 − 𝑧) (13) 

 

In the above equation, z and a are the vector; Idenotes the 

coefficient. Further the reconstruction function on the given 

m training sample is given as:  

 

𝐿
𝐺𝑅𝐹

(𝜓) = [0.5 ∑ 0.5𝜁 (𝑌(1)2 + 𝑌(2)2 + 𝑌(3)2)
2

𝑚

𝑘=1

+ 0.5 (𝑎 − 𝑧)𝑇𝐼(𝑎 − 𝑧)] 

(14) 

 

Later, back propagation is applied for computing the δY . 

 

Y= 𝑌 − 𝜑 (
1

𝑜
∑ 𝜑𝑌 + δ𝑌𝑘

𝑜
𝑘=1 ) (15) 

 

Similarly back propagation is applied for computing Δd. 

Eq. (16) is the back propagation is applied for computing Δd. 

 

Δd = d − φ (
1

o
∑ δdk

o

k=1

) (16) 

 

In the above equation φ indicates the rate of learning. 

Moreover in order to compute the derivative in case of each 

sample, forward propagation is applied for input and output 

value computation. Eq. (17) is Forward Propagation for input, 

Eq. (18) is the Forward Propagation of output. 

 

𝜏𝑘
(4)

= ( ∑ 𝑖𝑘𝑙(𝑧𝑘
(3)

− 𝑎𝑘 )

𝐾1×……×𝐾𝑜

𝑙=1

). ℎ′(𝑏𝑘
(4)

) (17) 

 

𝜏𝑚1𝑚2…𝑚𝑇

(3)
= ( ∑ 𝑌𝑘𝑙1…𝑚𝑇

(3)
.

𝐾1×……×𝐾𝑜

𝑙=1

𝜏𝑘
(4)

). ℎ′(𝑏𝑘
(4)

) (18) 

 

In above equation, τl1,l2….lT

(4)
 and τl1,l2…,lO

(3)
are input and 

output values; error is computed for each neuron through 

below equation. 

 

𝜏𝑚1𝑚2…𝑚𝑇

(2)
=

𝜕𝐿𝐺𝑒𝑛𝑒𝑐𝑑𝑒𝑐
(4)

(𝜑)

𝜕𝑏𝑙1…𝑙𝑃

(3)
 (19) 

Further partial derivative of 
∂b

(4)

∂Y
(n)  is computed by 

considering n = 1,2 and 3. 

 

𝑐𝑚1𝑚2…𝑚𝑇

(3)
=

𝜕𝑏𝑘1…𝑘𝑂

(4)

𝜕𝑌𝑙1…𝑙𝑆

(3)
 (20) 
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𝑐𝑚1𝑚2…𝑚𝑇

(2)
=

𝜕𝑏𝑘1…𝑘𝑂

(3)

𝜕𝑌𝑙1…𝑙𝑆

(2)
 (21) 

 

𝑐𝑚1𝑚2…𝑚𝑇

(1)
=

𝜕𝑏𝑗1…𝑗𝑂

(2)

𝜕𝑌𝑘1…𝑘𝑅

(1)
 (22) 

 

Considering the chain rule we compute the derivatives of 

δY  and Δd. 

 

Δ𝑌(𝑚) =
𝜕𝐿𝐺𝑒𝑛𝑐𝑑𝑒𝑐(𝜓)

𝜕𝑏(𝑛+1)
.
𝜕𝐿(𝑛+1)

𝜕𝑌(𝑛+1)
 (23)  

 

Δ𝑑(𝑚) = 𝜍(𝑚+1) (24) 

 

Further Table 3 provides the whole process of improvised 

FCM with OED-CNN model. 

 

Table 3. Improvised FCM with OED-CNN model 

 

Input: 𝕄, dataset 

Step1: for edc= 1 to m do 

Step2: for ln=1 to Ln do 

Compute forward propagation using C means 

end for loop 

Step3: for mt=1 to Mt do 

Compute forward propagation for second layer using the forward 

propagation of first 

End for loop 

Step4: for kp=1 to Kp do 

Compute output using the equation 14 

End for loop 

Step5: if (Lencdec(φ)>threshold) 

Step6: for m=1 to Kp do 

Use the training sample to formulate τk
(4) 

end or loop 

Step7: for mt=1 to Mt (s=1,…,T) do 

Using global training sample 

End for loop 

Step8:for l1=1 to O do 

Use parameter to compute τ(2)k1, k2…kO 

end for loop 

Step9: for kp=1 to Kp (p=1,…,P)do 

Compute Δd 

Formt=1 to Mt (t=1,…,T) do 

Compute ΔY(n) 

End for loop 

Step10: for mt=1 to Mt (t=1,…,T) do 

Compute Δd 

For l1=1,…,L(n) do 

Compute ΔY(n) 

End for loop 

Step11: for ln=1,…,Ln do 

Compute Δd 

for jo=1 to Jp (p=1,…,P) do 

Compute ΔY 

End for loop 

End for loop 

Step12: update parameters 

Y=Y-α∆Y  ̇

d=d-(Δd/n)×α 

End if statement 

End for loop 

 

IFCM provides the better and faster clustering accuracy.  

 

4. PERFORMANCE EVALUATION 

 

In this section, the proposed mechanism is evaluated on 

real dataset for clustering; further comparative analysis is 

carried out. In order to evaluate the mechanism ideal system 

configuration of i7 processor packed with 2GB Nvidia 

graphics and 8GB RAM; further python is used as the 

programming language along with various machine learning 

libraries. 

 

4.1 Dataset details 

 

In this section, we provide a detailed description regarding 

the dataset; moreover three distinctive world dataset as 

MNIST, Fashion-MNIST and USPS; these dataset is 

considered for clustering. Fashion-MNIST is one of the 

popular fashion clothing dataset. 

 

4.2 Comparison algorithm 

 

Fuzzy C-Means: This uses the membership matrix and 

update rule for clustering. 

K-means: Here data can belong to one particular cluster. 

SEC: This is mainly based on the manifold learning. 

MBKM: This algorithm is improvisation of K-means 

algorithm where mini-batch is used for minimizing the 

computational complexity.  

DEC: This algorithm is mainly based on the deep learning, 

further this clustering model is based on the particular 

designed distribution and abandons the decoder part. 

IDEC: This is one of the deep clustering models; further 

this clustering model is based on the particular designed 

distribution and uses the reconstruction mechanism for 

regularizing the auto encoder.  

 

4.3 Performance metrics 

 

4.3.1 Normalized Mutual Information (NMI) 

In general, mutual information is defined as the measure of 

mutual dependence between two variables. NMI aka 

normalization of mutual information lies between 0 to 1, 0 

indicates no mutual information and 1 indicates the perfect 

correlation. Higher NMI value indicates the better clustering 

model. 

 

𝑁𝑀𝐼 = (𝐻(𝐸) + 𝐻(𝐴))(𝐻(𝐸, 𝐴))−1 (25) 

 

4.3.2 Adjusted Rand Index (ARI) 

Rand Index is nothing but measure of similarity between 

two distinctive data clustering, Rand Index has value of range 

between 0 and 1, 0 indicates that two distinctive data 

clustering at any point and 1 indicates that data clustering is 

absolute. Higher value of ARI indicates the higher efficiency 

of model.  

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑅𝑎𝑛𝑑 𝑖𝑛𝑑𝑒𝑥
= (𝑅𝑎𝑛𝑑_𝐼𝑛𝑑𝑒𝑥 
− 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
/(max (𝑅𝑎𝑛𝑑_𝐼𝑛𝑑𝑒𝑥)
− 𝐸(𝑅𝑎𝑛𝑑_𝐼𝑛𝑑𝑒𝑥))−1 

(26) 
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4.3.3 Accuracy 

 

𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔_𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦

= 𝑃 (∑ 1(𝐴𝑘 = max (𝑑𝑘))
𝑃

𝑘=1
)

−1

 
(27) 

 

In the above equation, dk  indicates the clustering 

assignment. 

 

4.3.4 Modified National Institute of Standards and 

Technology (MNIST) dataset 

In this section, a comparative analysis of various method 

based on the three discussed metric is carried out. In here, it 

is observed that FCM achieves the very less accuracy of 

54.68%, whereas other method like K-means and MBKM 

fails miserably with accuracy of 53.48% and 54.43%. Further 

the other improvised methodology promises for better 

accuracy with 97.71% existing model achieving 91.45%. 

Similarly, in terms of ARI, FCM and K-means remains on 

the lower side with ARI value of 36.96% and 36.67%; other 

method like IDEC, DEC shows the marginal improvement 

with 88.01% and 86.53% respectively. Moreover, existing 

model achieves ARI value of 86.26%; however in 

comparison with that Improvised model achieves massive 

ARI of 93.87%. Furthermore, considering the NMI as metrics 

method like FCM and K-means achieves 48.16% and 49.99% 

respectively; improvising this existing model achieves NMI 

value of 90.74%. In comparison with this entire model our 

model achieves 95.02%. Table 4 below is the performance 

metric comparison on MNIST dataset and accuracy graph is 

shown in the Figure 3. 

 

Table 4. Performance metric comparison on MNIST dataset 

 
Clustering Methodologies Accuracy ARI NMI 

Fuzzy C-Means 54.68 36.96 48.16 

SEC[28] 62.73 48.59 60.38 

K-means 53.48 36.67 49.99 

MBKM[29] 54.43 36.85 44.82 

IDEC[30] 88.01 83.25 86.38 

DEC[31] 86.53 80.29 83.69 

GrDFCM 90.24 84.97 88.67 

DFCM 88.17 83.37 86.54 

DNFCS 88.26 83.44 86.65 

GrDNFCS[32] 91.45 86.26 90.74 

Improvised_FCM 97.71 93.874 95.024 

 

 
 

Figure 3. Comparison of various existing model on MNIST 

dataset 

 

4.3.5 United States Postal Service (USPS)  

Further evaluation of improvised FCM is carried out 

considering the comparison metric as accuracy, ARI and 

NMI on USPS dataset; Table 5 presents the comparison. In 

here existing method like fuzzy C-means achieves decent 

accuracy of 66.34% and K means achieves 66.79%. Other 

existing method like DFCM and DNFCS shows some 

promising result with accuracy of 75.36% and 75.8% 

respectively. Moreover existing model i.e. GRDNFCS 

achieves 76.52% whereas IFCM achieves massive accuracy 

of 95.12%. Further considering the ARI metric FCM and K-

means achieves ARI of 53.93% and 54.5%; other model like 

DFCM and DNFCS shows the decent improvisation with 

ARI of 68.15 and 68.77% respectively. In comparison with 

all these existing mechanism, Improvised FCM achieves 

85.01%. At last, considering the NMI metric, Fuzzy C-Means 

achieves NMI of 68% and 64.88%; further DFCM and 

DNFCS shows promising with NMI of 76.36% and 76.96%. 

Moreover, in comparison with all these method and existing 

model, proposed model achieves highest NMI of 89.01%. 

Figure 4 shows the comparison graph in terms of accuracy. 

 

Table 5. Performance metric comparison on USPS dataset 

 

Clustering Methodologies Accuracy ARI NMI 

Fuzzy C-Means 66.34 53.93 62 

SEC 65.19 49.36 64.88 

K-means 66.79 54.5 62.56 

MBKM 62.87 51.05 59.93 

IDEC 75.13 67.91 75.95 

DEC 72.78 66.22 73.52 

GrDFCM 76.03 68.83 77.25 

DFCM 75.36 68.15 76.36 

DNFCS 75.8 68.77 76.96 

GrDNFCS 76.52 69.03 77.61 

Improvised_FCM 95.12 85.01 89.01 

 

 
 

Figure 4. Comparison of various existing model on USPS 

dataset 

 

4.3.6 Fashion MNIST 

In this sub-section comparative analysis is carried out on 

the Fashion MNIST dataset; it is one of the most complicated 

dataset. Table 6 shows the comparison of various existing 

mechanism with proposed model in terms of accuracy, ARI 

and NMI. Moreover, Basic Fuzzy C-means achieves 

accuracy of 52.91% and K-means achieves accuracy of 

51.07%. However other method like IDEC, DEC, DFCM 

achieves better accuracy but it stays on lower side; 

furthermore improvised FCM achieves decent accuracy of 

66.2% in comparison with existing model of 63.51%. 

Similarly considering ARI as comparison metric, it is 

observed that Fuzzy C-means achieve ARI value of 36.44% 

and K-means achieves ARI value of 36.39%; other existing 

model gives decent improvisation with DFCM achieving 

48.65% and existing model achieving 50.28%. Besides, in 

comparison with other existing model, Improvised FCM 

achieves decent ARI value of 54.19%. Finally, NMI is 

considered as the comparison metric, where Fuzzy C-means 
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achieves 51.59% and K means achieves 51.64%. Moreover, 

existing model achieves 66.09% whereas improvised FCM 

achieves 67.35%. 

Figure 5 below is comparison of various existing model on 

Fashion MNIST dataset. 

 

Table 6. Performance Metric Comparison on Fasion MNIST 

dataset 

 
Clustering Methodologies Accuracy ARI NMI 

Fuzzy C-Means 52.91 36.44 51.59 

SEC 54.24 38.44 55.8 

K-means 51.07 36.39 51.64 

MBKM 50 34.5 50.03 

IDEC 57.64 44.09 60.13 

DEC 57.81 45.71 62.83 

GrDFCM 62.78 50.14 65.78 

DFCM 62.29 48.65 64.54 

DNFCS 62.5 49.91 65.67 

GrDNFCS 63.51 50.28 66.09 

Improvised_FCM 66.2 54.19 67.35 

 

 
 

Figure 5. Comparison of various existing model on Fashion 

MNIST dataset 

 

 

5. CONCLUSION 

 

IFCM comprises the general FCM with additional function 

parameter for computing the distance between instance and 

CC; Further we introduce OED-CNN to enhance the 

performance metrics. Moreover optimized encoder decoder 

CNN helps in training the model in efficient and faster way; 

combined with fuzzy C-Means, IFCM possesses fine 

clustering model. Further to evaluate IFCM, three established 

machine learning datasets are considered i.e. MNIST, 

Fashion-MNIST and USPS. Also, detailed comparative 

analysis is carried out considering performance metric as 

accuracy, normalized mutual index and adjusted rand index; 

in each of these metric IFCM excels in comparison with 

various state-of-art techniques like FCM and K-means. In 

machine learning area, clustering is considered as novice 

mechanism for data analysis; although IFCM possesses great 

clustering mechanism with marginally growth in comparison 

with other exiting models. There are several other areas 

which need to be focused for real time data clustering. 
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