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ABSTRACT
The knowledge of the maximum water depths associated with dam-break fl oods is crucial for the popu-
lation early warning and evacuation plan design, minimizing the losses due to dam failures.

This paper presents an experimental dam-break fl ood propagation study performed in a physical 
model and a two-dimensional numerical model suitable to simulate fl ow propagation on complex 
topography. First, the numerical model and the physical model of the River Arade valley, located in the 
south of Portugal (Algarve), are described. A comparison between computed results and measured data 
is undertaken and uncertainty in the numerical model predictions is analysed.
Keywords: Dam-break, fl ood wave, physical model, two-dimensional numerical model.

1 INTRODUCTION
Numerical simulation of dam-break fl ow is a crucial component of risk analysis and dam 
hazard mitigation, in what concerns the evaluation of fl ood impact as well as the preparation 
of valley emergency response in fl ood prone areas.

In this paper, a physical model representing a real river valley stretch is used to validate a 
dam-break fl ood numerical model and to get information related to uncertainties in what 
concerns the prediction of the hazard (fl ood) propagation simulation. In fact, for such rare 
events as dam-break fl oods, the comparison between the results obtained in a physical model 
and by a numerical model is one of the best sources of uncertainty characterization.

The physical model represents a reach of the River Arade valley, located in the south of 
Portugal. Experimental results refer to water depths measured during tests realized for both 
steady and unsteady fl ow regimes. The numerical model was developed for the simulation of 
two-dimensional dam-break fl ood waves in irregular topography valleys where the one-di-
mensional approach loses validity, such as in fl ood plains and where strong variation of the 
cross section or alignment occurs. It is based on a total variation diminishing (TVD) exten-
sion of the two-dimensional MacCormack method and in a scheme to ensure the capacity to 
simulate fl ows in domains with general irregular topography.

2 PAST RESEARCH ON PHYSICAL MODELLING OF DAM-BREAK FLOODS
The use of physical models for modelling dam-break fl ows is not frequent. Dam-break fl oods 
routing along a real downstream valley can easily imply physical models with large dimen-
sions or, when choosing a smaller scale to avoid this disadvantage, scale effects can be 
non-negligible. As a general rule, the use of physical models to study dam-break fl ood prop-
agation was, in the past, performed after the occurrence of real accidents. For instance, tests 
in a physical model of Sarrans dam failure, in France, at a scale of 1:300 [1], were done to 
evaluate the channel roughness infl uence in the fl ow confi guration of dam-break waves. The 
failure of Malpasset dam (France) was also studied in a physical model at a scale of 1:400. 
More recently, the results of this model [2, 3] have been utilized to validate the performance 
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of some numerical models under the scope of the European Project ‘Concerted Action on 
Dam Break Modelling (CADAM)’.

Collins [4] presents a description of tests performed in physical models in order to analyse 
the failure of some German dams – Möhne, Eder and Sorpe – during the Second World War. 
In Spain, the Tous dam failure [5] has given rise to intense physical modelling tests in order 
to reproduce the outfl ow hydrograph. More recently, this dam failure was also chosen as a 
case study at the IMPACT European Project [6].

The specifi c use of a physical model to improve the knowledge of some characteristics of 
dam-break fl ood propagation is well represented by the physical model of the River Toce. 
This model studies the fl ood propagation in a mountain river, emphasizing the role of obsta-
cles as bridges and dwellings localized in the middle of the fl ow. It reproduces a 5-km reach 
of the river located in the northern Alps in Italy; the scale of the model is 1:100 and the total 
area of the experimental facility is 55 × 13 m2. Recently, several analyses [7–9] have been 
performed in order to compare experimental data issued by Toce river physical model with 
the results of existing one- and two-dimensional numerical models.

3 EXPERIMENTAL STUDIES

3.1 Physical model characteristics

The River Arade is situated in the south-western part of Portugal and has two dams in cascade 
the Funcho dam and the Silves dam. After this second dam, River Arade spreads along 23 km 
towards the sea. A 6.0-km reach of the River Arade valley, immediately downstream of the 
Silves dam, was chosen for the construction of the physical model (Fig. 1).

The physical model is 40-m long and 20-m wide (Fig. 2). It is a non-distorted model at a 
scale of 1:150 and reproduces a stretch of 6000 m of the river valley [10]. Over the initial 
1.7 km, the modelled river is a narrow and straight valley, with one-dimensional fl ow 
 behaviour. At the end of this stretch, the Baralha Creek tributary enters from the left margin. 
The following second stretch of the modelled river is 3.7-km long. It is an area where 

(a) (b)

Figure 1: River Arade valley: (a) general location and (b) schematic defi nition.
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 two- dimensional effects prevail, mainly due to the existence of a wide plain with several 
singularities such as two consecutive river bends and a narrowing performed by a bridge. 
Over the fi nal modelled river stretch, the cross-sections narrow again and the fl ow practically 
occurs in the x direction; due to this topography, critical fl ow will occur at the downstream 
boundary cross-section.

In the physical model, the characteristic ground elevations were materialized through iron 
curves fi lled and compacted with clayed sand; the superfi cial contours were covered by a 
thick concrete layer painted with water paint.

The installed equipment comprises a system to model and control the fl ow discharges at 
the model upstream boundary and a second system to perform the acquisition of water depths 
along the modelled river valley (Fig. 3).

The discharges are modelled by a closed-loop control system for reproducing the selected 
fl ood hydrograph in the upstream boundary of the physical model. The control system com-
prises an electromagnetic fl ow meter, an electronic variable speed drive actuating a motorised 
valve, a computer where the control program (algorithm) runs, as well as an additional hard-
ware unit for interfacing the fl ow meter and the variable speed drive with the computer [11]. 
First, a signal profi le is saved in the computer, defi ning the pre-defi ned fl ood hydrograph 
infl owing to the physical model. When the control program is running during an experimental 
test, it controls the valve motion through the variable speed drive in response to the deviation 
of the measured output fl ow comparatively to the specifi ed profi le. This closed-loop control 
system guarantees a signifi cant accuracy in modelling all the desired fl ood hydrographs.

The discharge can vary between 1.8 l/s, which, in the model, represents the design dis-
charge of the Silves dam spillway (500 m3/s in the prototype), and 100 l/s, which is the 
maximum discharge allowed by the laboratory installation (27 557 m3/s in the prototype).

A set of 20 rectangular metallic plates are situated on the bottom of the model, each one 
equipped with submersible transducers (pressure sensors) to measure the time evolution of 

Figure 2: Schematic defi nition of the River Arade valley physical model.
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water depths. This work presents the recorded data for six of them – transducers Tm1 through 
Tm6. The placement of these sensors, whose signal is acquired and registered in a second 
computer, is shown in Fig. 2 and was chosen to illustrate the results of the most important 
singularities of the model.

3.2 Scale effects

Hydraulic tests involving free surface are usually run according to the Froude similarity law, 
in the presupposition that the gravity forces are so dominant that surface tension and viscosity 
forces can just be ignored. Nevertheless, scale effects cannot be avoided in physical models 
of smaller scales (1:100, 1:150) developed in accordance with the Froude similarity law, due 
to the fact that Reynolds and Weber numbers are lower in the model than in the prototype; 
therefore, the infl uence of the viscosity and surface tensions are higher in the physical model 
than in nature.

For fl ows in the turbulent regime, no noticeable scale effects are expected to occur, if the 
Reynolds number is >104. Furthermore, laboratory practice [12] shows that the minimum 
water depth to inhibit scale effects has to be higher than 2 cm.

The expression universally accepted for the Reynolds number is

 e

vl
R

J
=  (1)

where v is the velocity (mean, local, etc.), l the length (size, depth, diameter, etc.) and ϑ the 
kinematic viscosity.

A commonly accepted expression for the Reynolds number, Re, associated with two-di-
mensional fl ows, is as follows:

 e

4Q
R

b J
=  (2)

where Q is the discharge and b the cross-section width.
In what concerns the River Arade valley physical model, the Reynolds number is affected 

by changes of velocity taking place in space and time and varies with the region of the model 
because the fl ow is non-uniform and unsteady. The application of eqn (2), considering 

Figure 3: Dam-break fl ow hydrograph generation and water depth acquisition systems.



 M. T. Viseu, et al., Int. J. of Safety and Security Eng., Vol. 4, No. 1 (2014) 5

Re equal to 104, to the largest physical model cross section (width equal to 1 km), where 
surface tension and viscosity forces are more important and therefore can be assumed as the 
most critical in what concerns this analysis, gives Q = 5282 m3/s. In conclusion, for values of 
discharges inferior to this last value, scale effects can occur in the largest zones of the model; 
for larger values of discharge no noticeable scale effects are expected to occur, as gravity 
forces become dominant and the others stresses can be ignored.

3.3 Tests

The fi rst group of tests was carried out considering several values of discharge and steady 
fl ow regime to calibrate the physical model roughness. The estimated value of Strickler coef-
fi cient of roughness for the physical model was Ksmod = 35 m1/3/s (being the Strickler 
coeffi cient, Ks, the inverse of the Manning coeffi cient, n).

The duration of the tests, for both steady and unsteady regimes, had been 15 min. In the 
steady fl ow tests, the duration of water depth sampling periods varied between 100 and 200 s 
with an acquisition frequency of 20 Hz. In the unsteady fl ow tests, the sampling process had 
duration of 7.5 min (representing a fl ood with 1.5 h of duration in the prototype). Preliminary 
tests showed the adequacy of these values.

3.3.1 Steady fl ow regime
Eleven tests for steady fl ow regime were undertaken considering the following values of 
discharges, scaled up to the prototype [13]:

i. Discharge value equal to 500 m3/s in the prototype, which is the Silves dam spillway 
design discharge and

ii. discharge values equal to 1378, 2756, 8267, 11 023, 13 778, 16 534, 19 290, 22 045, 
24 801 and 27 557 m3/s, in the prototype, which are values corresponding to hypothetical 
dam-break fl oods. The measured water depths in the physical model were also scaled up 
to the prototype. Fig. 5a depicts the time series of water depths, recorded for one value 
of discharge Q = 24 801 m3/s.

3.3.2 Unsteady fl ow regime
The unsteady experiments were carried out imposing, in the model upstream boundary, 
pre-calculated dam-breach discharges hydrographs, according to the most probable failures 
of Funcho and Silves dams. Four dam-break scenarios (scenarios A–D) have been defi ned; 
these descriptions are as follows [14] (i) scenario A: single and total failure of Funcho dam; 
(ii) scenario B: ‘domino’ failure of both dams, with a total failure of Funcho dam and a partial 
failure of Silves dam; (iii) scenario C: single and total failure of Silves dam and (iv) scenario 
D: ‘domino’ and total failures of both dams.

The breach formation process has been simulated using a one-dimensional commercial 
dam break computational model [15], and the correspondent discharge outfl ow hydrographs 
were calculated for all four scenarios (Fig. 4). The worst-case scenario is Scenario D, which 
presents a maximum discharge, QMax, equal to 18 090 m3/s.

Figure 5b shows, for Scenario D (the total failure of Funcho and Silves dams), the routing 
of the correspondent outfl ow hydrograph, i.e. the time evolution of water depth hydrographs 
measured in the transducers Tm1 through Tm6 along the physical model. The measured water 
depths associated with the other three modelled scenarios are described in detail in [10].
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4 NUMERICAL MODEL

4.1 MacCormack TVD numerical method

The numerical model developed to solve the Saint-Venant equations is based on a TVD 
extension of the two-dimensional MacCormack method, according to the technique devel-
oped by Alcrudo [16, 17] for a two-dimensional fi nite volume scheme. In the present work, 
this methodology was adapted to a fi nite differences scheme, for which the details are 
described by Franco [18].

In the MacCormack numerical method, the fl ow variables are calculated for each instant 
(n + 1) in all the nodes i and j of the computational grid, along the x and y directions,  following 
a predictor/corrector sequence of calculation.

The predictor algorithm (regressive differences) is given by the expression:

  (3)

The corrector algorithm (progressive differences) is given by the expression:

 C n P P P P P
i, j i, j i, j i 1, j i, j i, j 1 i, j

t t
U U (P P ) (R R ) t S

x y− −
Δ Δ

= − − − − − Δ
Δ Δ

 (4)

Figure 4:  Pre-calculated dam-break fl ow hydrographs used as upstream boundary conditions 
for unsteady fl ow regime tests.

(a) (b)

Figure 5:  Time series of water depths measured in the physical model: (a) steady fl ow regime 
(Q = 24 801 m3/s) and (b) unsteady fl ow regime tests. Scenario D (QMax = 
18 090 m3/s).



 M. T. Viseu, et al., Int. J. of Safety and Security Eng., Vol. 4, No. 1 (2014) 7

where the superscripts P and C denote the predictor and corrector steps, respectively; U is the 
vector representing the conservative variables; P and R are the fl ux vectors in x and y direc-
tions; S is the vector representing the topographical and frictional source terms. These vectors 
are defi ned as follows:

  (5)

where h is the water depth; u and v are the velocity components along the x and y directions; 
g is the gravitational acceleration; Z is the ground surface elevation; Δx and Δy are the space 
increment in x and y directions; Jx and Jy are the friction slopes in x and y directions, calcu-
lated by the empirical Manning-Strickler formula.

The solution for the next time level step becomes:

 n 1 P C
i, j i, j i, j

1
U (U U )

2
+ = +  (6)

In the presence of abrupt front waves, the solution obtained through the simple MacCor-
mack technique may present spurious oscillations and also shocks without physical 
consistency because they violate the entropy principle. The TVD methods are capable of 
rendering the solution oscillation free while retaining second-order accuracy in space and 
time in the entire computational domain with the exception of the extreme points.

The introduction of the TVD scheme results in the replacement of eqn (6) by

  (7)

The subscripts 
1

i
2

+ , , and  are intermediate states between grid nodes. The 

subscript , for example, denotes the state between (i) and (i + 1). The mathematical 

expression of the D term is as follows (e.g. for the x direction):

 
 (8)

where ã and ẽ are the eigenvalues and eigenvectors of the matrix ÃJ, which is an approxima-
tion of the Jacobian matrix of fl ux AJ. The ãk eigenvalues were defi ned according to the 
proposal of Roe [19] and, for the x direction, can be expressed by
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and for the y direction:
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where ũ‚ ṽ and c̃ are the Roe averaged variables:

 R R L L

R L

u h u h
u

h h

+
=

+
�  (11)

 R R L L

R L

v h v h
v

h h

+
=

+
�  (12)

   (13)

with R = (i + 1, j) and L = (i, j) for the x direction and R = (i, j + 1) and L = (i, j) for the y 
direction; c is the wave celerity.

For the x direction, the ẽk eigenvectors of the approximated matrix ÃJ are:

  (14)

and for the y direction:

  (15)

For the x direction, the expressions of α̃k which are, in eqn (8), the coeffi cients of linear 
combination of the eigenvectors, are:

  (16)

and

  (17)

In the expressions (15) and (16), ΔW = (Wi + 1, j − Wi, j), considering a suitable variable w 
and the x direction.

The function  is the TVD fl ux limiter function, used to control the spurious oscil-
lations associated with the second-order schemes. Its purpose, in eqn (8), is to supply artifi cial 
dissipation when a discontinuity or strong gradient exits, while adding very little or no dissi-
pation in the regions of smooth variation. In this work, the used limiter is the Van Leer 
expression [20], which is also based on the ãk eigenvalues of the approximate matrix of fl ux 
ÃJ. For the x direction, the fl ux limiter coeffi cient is

  (18)

with
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  (19)

Finally, in eqn (8), the entropy correction factor, Ψ, is introduced in order to avoid a shock 
occurrence without physical justifi cation. The form adopted in this work is in accordance 
with Harten and Hyman [21]. The expression is for the x direction:

  (20)

where

 k k k k k
1 1 i, j i, j 1i , j i , j i , j2 2 2

max 0, (a a ), (a a ) k 1,2 and 3
+ + +

⎡ ⎤ε = − − =⎢ ⎥⎣ ⎦
% %  (21)

4.2 Modelling the irregular topography

To ensure the capacity of the numerical model to simulate fl ows in domains with general 
irregular topography and to recognize possible paths of the fl ow in each time step, a special 
treatment imposing internal boundaries conditions was developed. These boundaries, which 
are temporary and mobile, are generated depending on the water levels values and ground 
surface elevations in the adjacent computational nodes. Three situations were envisaged 
where the direct application of the Saint-Venant equations is not permitted and, for each one, 
additional conditions were defi ned, in order to determine the intercell fl uxes, namely the 
following: (i) dry cell, (ii) high point and (iii) low point.

In the fi rst situation – dry cell – the model sees if there are wet cells in the neighbouring of 
the grid point (i,j) under calculation, verifying if the water depths in its adjacent grid points 
are inferior to a value, ε, almost equal to 0 (ε was considered equal to 10-2 m). If this condi-
tion occurs, the model imposes fl ow depth and velocities equal to 0 in grid point (i,j) and the 
Saint-Venant equations are not applied. The algorithm, for example, in the case of the predic-
tor step with progressive difference in the x direction is

   (22)

The second situation – high point – is guaranteed if the water depth in the grid point (i,j) is 
0 and its ground surface elevation Z(i,j) is greater than the water level in the adjacent grid 
point (Fig. 6).

For example, in the case of the predictor step with regressive differences for the x direc-
tion, the model verifi es if hi,j and Zi,j > Zi−1,j + hi−1,j. If those conditions are guaranteed, the 
Saint-Venant equations are also not applied and the variables predictions are:

   (23) 

 The third situation – low point – is defi ned when the water level at the grid point (i,j) is 
lower than the ground surface elevation at the neighbouring grid point, i.e. in the case of 
Zi,j + hi,j < Zi+1,j the model generates a refl ection boundary following the methodology 
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 presented at Fennema and Chaudhry [22] and a fi ctitious point is created – (i + 1,j). In the 
case of using progressive difference in the x direction (Fig. 6), the following conditions are 
imposed:

 Zi+1,j = Zi,j (24)

 hi+1,j = Zi−1,j + hi−1,j − Zi,j (25)

 ui+1,j = −ui-1,j (26)

  vi+1,j = −vi-1,j  (27)

With these values in the fi ctitious grid point (i + 1,j), it is possible to apply the 
 MacCormack-TVD method and solve the Saint-Venant equations, obtaining the prediction for 
the water depth value at grid point (i,j),  , and imposing, in the x direction, a null  velocity 

Figure 6: Defi nition sketch of the internal temporary boundaries.
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( ). At the end of this computational step, the variable values at grid point (i + 1,j) that 
have been altered during the previous step are returned to their normal and initial values.

4.3 Model application to river Arade case study

A survey of River Arade valley physical model involving 1500 topographic measurements of 
the terrain level was performed. As these original data were not suitable for the production of 
a computational mesh, it was fi rst reduced to a raster grid and then a digital terrain model 
(DTM) was generated. The DTM includes not only the river valley but also the surrounding 
system, defi ning an external boundary with a dimension of 5025 × 4500 m2. This area was 
discretized into an uniform square grid of 202 × 181 nodes; the spatial steps are Δx = Δy 
= 25 m. The location of each element on the grid system was assigned as well as its ground 
surface elevation and Strickler roughness coeffi cient. Figure 7 shows the simulation grid and 
the points where the water levels were calculated (Tm1 through Tm6), which also correspond 
to the points where these transducers are located in the physical model.

The numerical simulations were performed with the conditions of the physical model scal-
ing the prototype values. The time interval used is variable and calculated, for each time step, 
with a maximum Courant number equal to 0.9.

Eleven simulations were performed for steady fl ow regimes corresponding to hypothetical 
fl oods where the maximum discharge value varied between 500 and 27 557 m3/s. Four simu-
lations were performed for unsteady fl ow regimes corresponding to the chosen dam-break 

Figure 7:  Computational grid for the River Arade valley numerical simulations with submersible 
transducer positions.
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scenarios. For the unsteady fl ow regime tests, only the computed hydrographs for Scenario D 
is reported in this paper.

5 RESULTS AND DISCUSSIONS

5.1 Steady fl ow regime

The comparison of water depths computed with the numerical simulations and measured 
during steady tests in the six submersible transducers is presented in Fig. 8 (where h is the 
water depth and Q is the discharge). The analysis of this fi gure shows that the numerical 
model reproduces with acceptable accuracy the measured water depths. At transducers Tm1, 
Tm2, Tm4 and Tm5, the accuracy of the prediction is signifi cant and differences are felt only for 
the lowers values of the discharge. At transducers Tm3 and Tm4, differences also occur for 
values of discharge higher than 20 000 m3/s.

The most noticeable differences appear to be more a consequence of the physical model 
conditions than to be related to limitations of the numerical model. Therefore, differences 
between measured and calculated values exist for small values of discharge and are justifi ed 
by the relative importance of surface tension and viscosity forces when water depths are low. 
Denote that according to the analysis performed in 3.2, scale effects are expected to occur in 
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Figure 8:  Experimental and computed water depths. Steady fl ow regime: (a) Tm1; (b) Tm2; 
(c) Tm3; (d) Tm4; (e) Tm5 and (f) Tm6.
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the physical model for values of discharges until 5282 m3/s. Also for transducer Tm2, the 
results denote the infl uence of scale effects and noticeable differences occur for values of 
discharge until 11 000 m3/s. This transducer is localized in Baralha Creek tributary and water 
depths in its location are superior to 2 cm only for discharges above 11 000 m3/s. Therefore, 
realistic agreement is only reached for higher values of discharges.

At transducers Tm3 and Tm4, substantial agreement with computed water depths is found, 
except for values of discharge higher than 20 000 m3/s. Those differences can be justifi ed by 
the transducers positions, just downstream of the confl uence of Baralha Creek tributary and 
after two consecutive bends, in spots where the topography interacts strongly with the fl ow. 
In these zones, the water surface measurements showed important oscillations in the tests 
undertaken for higher discharges values (as presented in the record of the measured water 
depths in Fig. 5a), leading to higher values of dispersion in relation to a medium value of 
water depth. For these particular conditions, the differences are rather due to an inaccuracy of 
the medium water depth to translate all the recorded values of the data set.

The quantifi cation of the uncertainty in the results predicted by the numerical model has 
been assessed by performing a statistical characterization of the water depths relative errors, 
ei, calculated as follows:

 

measured computed

i
measured

h h
e

h

−
=

 (28) 

where hmeasured is the water depth measured in the physical model and hcomputed the water 
depth calculated with the numerical model.

Therefore, a sample with 46 values of water depths relative errors was defi ned and a statis-
tical analysis to judge the accuracy of the numerical model was carried out. The values of 
water depth obtained for discharge lower than 5282 m3/s were excluded, as scale effects are 
expected to occur in the physical model for those situations. For the same reason, the errors 
associated with the fi rst two water depths measured in transducer Tm2, localized in the Arade 
river tributary, were excluded. In fact, those water depths are equal to 1.1 and 2.6 m, which, 
in the model, respectively represent 0.7 and 1.7 cm, lower than the minimum water depth 
necessary to inhibit scale effects (2 cm).

Figure 9a shows the empirical cumulative distribution function (CDF) and Fig. 9b the 
over-time evolution of the water depths relative errors. The second fi gure shows that water 
levels’ relative errors tend to have an exponential distribution: higher errors decrease very 

Figure 9:  Water depths’ relative errors (ei): (a) cumulative distribution function (CDF) and 
(b) over-time evolution of the water levels relative errors.
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rapidly. According to the empirical distribution, shown in Fig. 9(a), the numerical model 
presents a probability of almost 60% to estimate water levels with an error inferior to 5%; this 
latter augments to 80% for a relative error inferior to 10%; there are no errors exceeding 20%. 

5.2 Unsteady fl ow regime

The comparison of water depths’ hydrographs concerning the values measured during 
unsteady tests in the physical model and calculated by the numerical model is presented in 
Fig. 10 (in this fi gure h is the water depth and t is the time variable). Only the hydrographs 
corresponding to Scenario D dam failures are reported.

According to the results depicted in Fig. 10, there are no signifi cant differences between 
water depths calculated by the numerical model and water levels measured in the physical 
model. This important statement had already been identifi ed through the results obtained for 
the steady fl ow regime tests and simulations. Nevertheless, the analysis of Fig. 10 also shows 
the existence of discrepancies between numerical and experimental data in what concerns the 
time of fl ood arrival and in the attenuation of the falling limb of the hydrographs.

In fact, a general good agreement is observed at transducer Tm1, both for water depth and 
for time of fl ood arrival. At transducer Tm2, apart from some numerical oscillations just after 
the peak occurrence, the model reproduces the peak fl ow, the raising limb of the hydrograph 
and the time of fl ood arrival reasonably well but fails to reproduce the falling limb of the 
hydrograph.

Figure 10:  Experimental and computed dam-break water depths. Unsteady fl ow regime. 
Scenario D: (a) Tm1; (b) Tm2; (c) Tm3; (d) Tm4; (e) Tm5 and (f) Tm6.

(a) (d)

(e)(b)

(c) (f)
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At transducers Tm3 and Tm4, the front wave is slightly more abrupt in the measured hydro-
graphs and the numerical model does slightly smooth the peak fl ow; this sub-estimation does 
not seem to have an infl uence in the downstream fl ow characteristics; furthermore, the falling 
limb of the hydrographs is well reproduced but in transducer Tm4, located in the fl ood plain, 
a small delay of the front wave arrival begins to be perceived.

At transducers Tm5 and Tm6, level measurements are well predicted but numerical times of 
fl ood arrival are overestimated; furthermore, the numerical model is able to reproduce the 
raising limb of the hydrograph, but the numerical falling limb is overestimated.

The results concerning time of fl ood arrivals confi rm that the velocity of the numerical 
fl ood wave is smaller than the correspondent to the experimental fl ood. If there is a good 
agreement between measured and computed values for the fi rst transducers (Tm1 and Tm3), a 
slight delay of the numerical fl ood wave is revealed in the transducer Tm4 (180 s) and this 
difference tends to grow as the fl ood wave travels through the domain of propagation. When 
it reaches the downstream transducer (Tm6), the delay between calculated and observed fl ood 
wave is equal to 360 s.

It is also important to notice the similarities and the differences in the shape of the water 
depths hydrographs. In general, the rising part of these hydrographs is similar for both the 
computed and the measured values and the front wave is well reproduced. After the peak 
occurrence, the falling limb decreases slower in the numerical hydrographs than in the meas-
ured hydrographs.

These differences seem to be associated rather to the numerical scheme used, as they can 
also be found in other numerical models using MacCormack-TVD scheme [3, 23], than to the 
treatment used for modelling the irregular topography. The infl uence of the bed friction was 
also investigated and numerical solutions performed adopting higher values for the Strickler 
coeffi cient of roughness showed smaller deviations from experimental data in what concerns 
time of fl ood arrival (but loosing accuracy in what concerns the water depths).

6 CONCLUSIONS
In this study, a physical model representing a river valley stretch is used to validate a dam-
break fl ood numerical model and to get information related to uncertainties in what concerns 
the prediction of the characteristics of the fl ood propagation. The laboratory tests performed 
jointly with numerical simulations, both for steady and unsteady fl ow regimes, showed that 
the dam-break fl ood routing in a river valley with irregular topography can be similar when a 
comparison between physical and numerical model results is undertaken.

The numerical model proved to be stable and robust and the systematic comparison per-
formed between its computed data and the measured data in River Arade valley physical 
model showed that it can accurately reproduce water depths for the tested discharges. Despite 
the good results, in what concerns water depths, the time of fl ood arrival calculated with the 
numerical model is generally higher than the measured in the physical model. This behaviour 
confi rms that the numerical model tends to underestimate the time of fl ood arrival and this is 
a conclusion that needs to be considered for safety reasons as regards emergency and evacu-
ation planning.

Finally, the Arade valley physical model proved to be a very important tool in the process 
of validating the numerical model with respect to dam-break fl ood routing in natural and 
irregular valleys, further allowing the assessment of the uncertainty in fl ood levels prediction 
by numerical models. This last topic is very important in what concerns the uncertainty char-
acterization related to the valley risk zoning and assessment based on computer simulations.
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NOMENCLATURE
The following symbols are used in this paper:
D TVD term for solution correction in MacCormack TVD numerical scheme
Jx hydraulic resistance slope in x direction
Jy hydraulic resistance slope in y direction
Ksmod Strickler coeffi cient of roughness predicted to the River Arade physical model
Ksnum Strickler coeffi cient of roughness used to perform numerical simulations
P fl ux vector in x direction (Saint-Venant equations)
Q discharge
Qmod discharge measured in River Arade physical model
R fl ux vector in y direction (Saint-Venant equations)
Re Reynolds number
S vector representing the topographical and frictional source terms (Saint-Venant 

 equations)
U vector representing the conservative variables (Saint-Venant equations)
Z ground surface elevation
ã eigenvalues of the matrix ÃJ (approximation of the Jacobian matrix of fl ux AJ)
ẽ eigenvectors of the matrix ÃJ (approximation of the Jacobian matrix of fl ux AJ)
b cross section width
c wave celerity
g gravitational acceleration
h water depth
i space index (x direction)
j space index (y direction)
q discharge per unit width
u velocity component in x direction
r  TVD factor, denoting smoothing capability of the solution in MacCormack TVD 

numerical scheme
v velocity component in y direction
α coeffi cients of linear combination of the eigenvectors
ϕ fl ux limiter function in TVD method
ϑ kinematic viscosity of water
ψ entropy correction factor in TVD method
Dy space increment in y direction
Dt time increment
Dx space increment in x direction.
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