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In this paper, we present a matrix decomposition-based approach for image cryptography. 

The proposed method consists of decomposing the image into different component and 

scrambling the components to form the image encryption technique. We use two different 

type of matrix decomposition techniques to check the efficiency of proposed encryption 

method. The decomposition techniques used are Independent component analysis (ICA) 

and Non-Negative Matrix factorization (NMF). The proposed technique has unique user 

defined parameters (key) such as decomposition method, number of decomposition 

components and order in which the components are arranged. The unique encryption 

technique is designed on the basis of these key parameters. The original image can be 

reconstructed at the decryption end only if the selected parameters are known to the user. 

The design examples for both decomposition approaches are presented for illustration 

purpose. We analyze the complexity and encryption time of cryptography system. Results 

prove that the proposed scheme is more secure as it has less correlation between the input 

image and the encrypted version of the same as compared to state-of-art methods. The 

computation time of the proposed approach is found to be comparable.  
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1. INTRODUCTION

Due to the necessity of computerized right management for 

network system and multimedia, we transmit large number of 

images over internet and wireless network. Therefore, the 

image encryption technology has received great attention and 

many techniques have been developed for the same. Recently, 

multimedia disturbances suffer with issue like data 

management and cloud storage through the internet. 

Therefore, image encryption technique with the capability of 

secured access are required. Many researchers have proposed 

various encryption methods [1-3]. Linear dimensionality 

reduction (LDR) technique is used for data analysis in various 

application such as compression, registration, feature 

extraction and noise filtering. LDR optimize the 

approximation effectively by curtailing singular value 

decomposition (SVD) into three matrices where two unitary 

matrices factorized diagonal matrix [4-6]. The lower rank in 

diagonal matrix can be obtained by adding singular value in 

approximate image. SVD is same as principal component 

analysis (PCA) by centering all data points at origin. The 

resulting principal components in PCA are still dependent 

therefore the source isolation is not possible. Independent 

Component analysis (ICA) is a source separation technique in 

which independent signals taken into consideration for higher 

order correlation. For signal registration, analysis, 

compression and encryption purposes, a two-dimensional 

(2D) image decomposed into matrix components using several 

techniques like vector quantization (VQ) [7, 8], singular value 

decomposition (SVD) [9] and non-negative matrix 

factorization (NMF) [10-12]. The VQ method is help to reduce 

the computation complexity in image compression. In 1994, 

Paatero and topper invented the NMF algorithm and Lee and 

Seung further studied it. NMF can be expressed as 

nonnegative matrix, which is product of weighting vector and 

basis image. Both the collective matrix factorization (CMF) 

and homomorphic encryption (HE) design algorithm to 

facilitate the model without loss of any information by 

mapping the matrices for each unified feature vectors [13]. 

NMF model [14] is introduced three steps binarization 

framework for MS document images using three steps of 

features extraction, post processing methods and applying 

algorithm for selected coefficient parameter to extract the text. 

An efficient watermarking scheme has been proposed based 

on Hessenberg Matrix decomposition which transforming the 

cover image by discrete wavelet transform [15].  
NMF techniques have been applied in various research area 

like micro array data analysis, molecule pattern analysis, 

collaborative filtering, bioinformatics, multimedia data. In 

some applications, the similarity index is found very high 

between original images and basis image. However, this is 

problem in image encryption because the attacker can quickly 

retrieve the original image from the basis image. To solve this 

problem, we have modified the encryption order of basis 

components. By doing image factorization using ICA/NMF, 

we decorrelate the input data and hence by doing that it 

improves data security (reduce correlation). This paper 

presents a new methodology for digital image encryption 
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using two of these matrix/image decomposition techniques. 

The proposed method consists of decomposing the image into 

different component and scrambling the components to form 

the image encryption technique. The designed technique has 

various user defined parameters (key) like, decomposition 

method, number of decomposition components and order in 

which the components are arranged. Based on the selection of 

these parameters, we can design a unique image encryption 

technique. The rest of this paper is organized as follows: In 

Section II, we briefly review the basics of matrix 

decomposition techniques. In Section III, we present a 

proposed method for image cryptography using both the 

matrix decomposition techniques. Section IV, presents 

experimentation for the proposed method and results 

discussion and we conclude the paper in section. 

 

 

2. PREVIEW OF MATRIX DECOMPOSITION 

TECHNIQUE 

 
Matrix decomposition is methods which quantify given 

matrix by splitting a matrix into constituent parts. Matrix 

decomposition methods is known as matrix factorization 

methods which is the basis of linear algebra in computers 

science [16]. It helps to solve linear equation, reverse 

calculation and computation of the determinant of a matrix. 

Lets R is size of |U|×|D|. Our aim is to find out two matrices 

P (a|U|×K matrix) and Q (a|D|×K matrix) so that the value is 

approximate to R. 
 

TR P Q R


  =  (1) 

 

where, P represents strong relationship between the features 

and user likewise Q represents strong relationship between the 

features and item. The rating of dj using uj calculated by taking 

dot product of vector corresponding to dj and uj. 
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P and Q obtained by initializing some value in the matrices, 

calculate difference between their product is to M. and 

iteratively minimize the difference. This technique known as 

gradient decent. 

 

2.1 Nonnegative Matrix Factorization 

 

Non negative matrix factorization is used to find out basis 

image and weighting function from given matrix. Let the 

matrix X define approximate data matrix [17, 18]. NMF 

algorithm decomposing a given nonnegative data matrix X 

into weighting matrix W and basis matrix H as shown in 

Figure 1. Matrix X is approximated by a linear combination of 

column of weighting matrix W and basis matrix H. 
 

 
 

Figure 1. Non negative matrix factorization 

The column of X is nonnegative matrix having i and j as 

dimensional data vectors and number of data vectors 

respectively. 
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This matrix X is approximately factorized into (ik) matrix 

W and (kj) matrix H where k is rank of factorization which is 

smaller than i and j. Therefore, total number in X is larger than 

number of coefficients in W and H (i.e. ij+jk≤ik). If we chose 

k=i/j then there is no loss. In our experimentation we have 

chosen k=i (no order reduction), Hence our technique is 

lossless. The new value of W and H is calculated at each 

iteration by recent value and factor that depend on the quality 

of approximation for representing original matrix. The 

accuracy of NMF algorithm improves monotonically with the 

application using multiplicative updates rule. 

 

2.2 Independent Component Analysis 

 

ICA is a way to decompose the data into its independent 

components. ICA solves the problem of recovering statically 

independent components from the input [19]. We have used 

ICA instead of SVD for following reasons. 

➢ Complexity in interpretation can be reduced by 

utilizing few principal components that explain large 

proposition of total variation.  

➢ ICA reduces dimensionality by rejecting lower 

variance components.   

➢ ICA helps to remove the correlated variable in dataset 

to improve the performance of algorithm. 

➢ Noise is reduced as maximum variation basis is chosen 

and minimum variation removes automatically in the 

background. Hence it increases robustness of 

encryption algorithm. 

➢ In case of SVD, Input matrix is decomposed into three 

different matrices instead of two (in case of ICA). 

Hence there is increase in redundancy in case of SVD 

as compared to ICA. 

ICA has drawback that, Standard dataset is required to avoid 

the biasing of features in data set so that calculated principal 

component avoid less information which leads to accurate 

result. 

The objective of ICA is to estimate the basis source signals 

present in the original signal even if they are not all statically 

independent. Independence is better than uncorrelation as it 

evaluates reality of relation while uncorrelation determine 

only linear relationship. The pattern of ICA model is as below: 

 

X AS=  (4) 

 

Same can be represented in matrix form as below: 

 

1 11 1 1

1

( ) ( )

( ) ( )

m

N n nm M

x t a a s t

x t a a s t

     
     

=
     
          

 (5) 

656
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where, A is the mixing matrix and S is an independent 

component. The purpose is to find S only using observed data 

X. Two condition should be fulfilled for smooth operation of 

ICA. i.e. independent component must have non-Gaussian 

distribution and statically independent. 

 

 

3. IMAGE CRYPTOGRAPHY BASED ON MATRIX 

DECOMPOSITION TECHNIQUES 

 
In this section we propose image encryption algorithm using 

matrix decomposition techniques given in the above section. 

We decomposed the input image (which is to be encrypted) 

using one of the matrix decompositions into a basis component 

matrix and its weight/strength matrix. For illustration purpose 

we decomposed image of size m × n into basis matrix of size 

m × b and strength matrix of size b × n. We can use the order 

reduction but that can cause the data loss and hence we use full 

rank decomposition in both NMF and ICA case. At the 

reconstruction end by operating inverse (multiplication of 

basis and strength matrix) operation, the reconstructed image 

is replica of original image. 

In matrix reconstruction, its components and the order of 

components is very important. If the order of basis component 

(Columns of basis matrix) is changed, then it is impossible to 

reconstruct the image. We exploit this property for the image 

encryption purpose. In this approach, the columns of weight 

matrix and the row of basis matrix form the bookkeeping 

vector as shown in Figure 2. Also, we have added order of 

scrambled vectors as extra key parameter. This makes the 

bookkeeping vector unique, which is a major and important 

characteristic for encryption process. Note that, we have kept 

basis component, weight component and scrambling order in 

one stack design which is exceptional and user known only. It 

is ensured that, the input image can be decrypted only if the 

ICA, wherein the NMF is replaced by ICA matrix 

decomposition. 

 

 
 

Figure 2. Key format of image encryption 

 

         
 

Figure 3. Encryption 

workflow 

Figure 4. Decryption 

workflow 

 

The encryption procedure is explained as below: 

 

➢ Read m × n input image. 

➢ Decompose the input image using ICA/NMF method. 

➢ Decompose the input image into basis matrix m × b and 

strength matrix b × n. 

➢ Reorder the basis and weight matrix. 

➢ Arrange the type of decomposition technique, rank of 

decomposition, order of basis and strength matrix in 

stack format of bookkeeping vector. The bookkeeping 

vector serve as key for encryption process.  

 

The encryption workflow is shown in Figure 3. 

Steps involve in decryption end as follows: 

 

➢  Extract information (key parameters) from 

bookkeeping. 

➢ Do basis and weight matrix reordering. 

➢ Apply inverse mapping of ICA/NMF technique. 

The decryption workflow is shown in Figure 4. 

 

 

4. EXPERIMENTATION AND RESULTS 

 

For experimentation purpose, we have applied the 

encryption algorithms given in the above section on standard 

images like Cameraman, Peppers, Lena, Barbara, Baboon 
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images as shown in Figure 5(a)-(e). The size of image we have 

chosen is 256 × 256. The resolution of the image is 8 bits per 

pixel (bpp). We have done the experimentation on MATLAB 

and the system memory is 4 GB with Intel core 3 processor. 

Our encryption procedure using ICA is applied to standard 

images. The approximate factorization of ICA with 

weight/strength matrix and basis matrix is shown in Figure 

5(f)-(j) and Figure 5(k)-(o) respectively and the recovered 

image displayed in Figure 5(p)-(t). Similarly, approximate 

factorization of NMF is shown in Figure 6. To enhance the 

complexity of key (bookkeeping vector), we scramble 

(reorder) the decomposed matrix columns/rows. The 

correlation between decomposed input image should be less 

[20]. Correlation coefficient determines the quality of 

encryption but not characterized input image. The correlation 

coefficients of different images are given in Table 1.  

 

 
 

Figure 5. Simulation results. ICA: (a-e) the original images; (f-j) ICA Coefficient; (k-o) ICA Component; (p-t) ICA 

Reconstructed image 

 

 
 

Figure 6. Simulation results. NMF: (a-e) the original images; (f-j) NMF Coefficient; (k-o) NMF Component; (p-t) NMF 

Reconstructed image 
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Table 1. Proposed correlation coefficient of image 

 

Image Correlation coefficient 

Cameraman 0.0039  

Peppers 0.0047 

Lena 0.0017 

Barbara 0.0038 

Pout 0.0034 

Baboon 0.0021 

 

Table 2. Correlation coefficient of lena image 

 
Image Correlation coefficient 

Proposed Method ICA 0.0017 

Ref. [22] 0.0487 

Ref. [23] 0.0293 

Ref. [24] 0.0067 

Ref. [25] 0.0019 

Ref. [26] 0.0018 

 

Table 3. Correlation coefficient of baboon image 

 
Image Correlation coefficient 

Proposed Method ICA 0.0021 

Ref. [27] 0.0075 

Ref. [28] 0.0054 

Ref. [29] 0.0343 

Ref. [30] 0.0023 

Ref. [31] 0.0026 

 

Table 4. Encryption time analysis 

 
Image Encryption Time 

Proposed Method ICA 0.2587 

Ref. [32] 0.3827 

Ref. [33] 1.2452 

Ref. [34] 1.2125 

Ref. [35] 0.9096 

Ref. [36] 0.4071 

 

A secured encryption technique requires high security, 

efficiency and high speed [21]. We have chosen Lena and 

Baboon image to perform the correlation analysis using ICA. 

we calculated the correlation between input image and basis 

matrix. The correlation coefficient of Lena image using ICA 

algorithm is tabulated in Table 2. The proposed correlation 

coefficient of Lena is 0.0017 which is better than state of art 

algorithm [22-26]. Similarly, the correlation coefficient of 

Baboon image using ICA algorithm is tabulated in Table 3. 

The proposed correlation coefficient of Baboon is 0.0021 

which gives better result than the algorithm developed in the 

studies [27-31]. From Table 2 and Table 3, it is observed that 

the proposed encryption scheme has desired correlation 

property. 

To perform the encryption time analysis, we calculated 

encryption time which is time between matrix decomposition 

to bookkeeping vector formation. We found that it takes only 

0.2587 seconds to encrypt Lena image of size 256 × 256. 

Encrypted time analysis of Lena image with recent methods 

are tabulated in Table 4 shows that the proposed method is 

faster and encryption time is shorter than state of art 

encryption methods [32-36]. 

The performance of the proposed algorithm is better than 

the state of art methods. To demonstrate the effectiveness of 

the proposed design, we have compared the proposed 

techniques methods with state of art techniques in terms of 

correlation coefficient. It has been observed that the proposed 

algorithm has a relatively less correlation between the input 

image and the encrypted domain image. 

 

 

5. CONCLUSION 

 
This paper proposes a novel technique of image encryption 

based on matrix decompositions. The decompositions rank, 

order of decomposed component act as unique key parameters 

to enhance security of the system. Due to multiple user 

parameters, the complexity of encryption is increased and 

achieved data protection. It has been ensured that, the 

proposed encryption algorithm shows less correlation 

coefficient value between input and encrypted image as 

compared to state of art methods. Therefore, the proposed 

encryption algorithm has high security and strong robustness 

against several cryptography interferences. It is difficult to 

break the proposed algorithm and has low computing 

complications. 
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