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Gesture recognition has become increasingly popular, in response to the growing demand 

for intelligent and personalized human-computer interaction (HCI) and human-to-human 

interaction. However, gesture recognition raises a high requirement on the background color 

of the gesture image, and faces difficulty in extracting multiple gesture features. To solve 

these problems, this paper presents a novel approach for gesture feature extraction and 

recognition based on image processing. Firstly, the workflow of the proposed gesture 

recognition method was given, and a series of preprocessing was performed on the original 

gesture image, prior to formal extraction and recognition. Next, the authors detailed the 

extraction of features from gesture boundaries and fingertips. Finally, a convolutional neural 

network (CNN) was constructed for gesture recognition, and a gesture recognition model 

was developed based on residual network. The proposed approach was proved to be valid 

through experiments. The research results provide a reference for the application of CNN in 

the recognition of various postures or shapes. 
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1. INTRODUCTION

With the proliferation of computer vision and intelligent 

terminals, there is a growing demand for intelligent and 

personalized human-computer interaction (HCI) [1-4]. 

However, the traditional contact HCI devices, with numerous 

input rules, have a poor interaction efficiency. Compared with 

HCI media like voice, face, and fingerprint, gesture is the 

simplest, fastest, and most common interaction medium for 

human beings. Gesture recognition has become an important 

research direction in the field of intelligent HCI [5, 6]. Apart 

from HCI, gesture recognition also supports the human-to-

human interaction between deaf-mute and healthy people, 

enabling the transmission of information in silent situations. 

This gives practical significance to the research and 

development (R&D) of gesture recognition. 

By the acquisition method, gesture recognition is based on 

either external sensors or computer vision [7-9]. The external 

sensor-based technique acquires gesture features by 

processing the gesture information collected by wearable 

devices like data gloves, electromyographic sensors, and linear 

bending sensors. But this technique incurs a high device cost, 

and lacks diverse sensing functions. As a result, the computer 

vision-based technique has attracted more attention from 

foreign researchers [10-13]. Saad et al. [14] segmented the 

target image of the hand region by background subtraction, 

and tracked hand gestures using the prior knowledge of the 

color space of the hand skin. Roma et al. [15] segmented the 

gesture region based on the entropy information of the hand 

target image, and used the center-of-gravity contour method to 

determine the boundary of the hand, thereby increasing the 

detection rate and recognition rate of gestures to over 85%. 

Smith et al. [16] extracted the geometric shape descriptors of 

the skeleton and joints in hand images, and encoded effective 

descriptors based on multivariate Gaussian function and the 

generated Fisher vector. Following the principle of image 

processing, Venkatnarayan and Shahzad [17] extracted and 

recognized gesture features with the threshold model of hidden 

Markov model and the support vector machine (SVM) 

classifier, and correctly recognized more than 91% of 10 

dynamic and static gestures. 

The research on gesture recognition in China started late, 

but has been developing rapidly [18-20]. Negin ey al. [21] 

introduced a multifunctional perceptron for sign language 

recognition and synthesis; the main functions include real-

time recognition of large vocabulary of sign language, a 

synthesis system for sign language in personal computer (PC) 

and tablet, and face image monitoring and recognition. 

Shahzad and Zhang [22] collected gesture information with 

two pairs of data gloves and three position sensors, and 

recognized more than 93% of 280 gesture models, using 

Gaussian mixture model and hidden Markov model. Based on 

the complete feature set of gestures, Koh et al. [23] fused the 

color space information of hand skin with the features of hand 

gestures, and put forward a method for extracting 

spatiotemporal dynamic gesture features. Yasen and Jusoh 

[24] adopted the optical flow method to solve the nonlinear

transform of static gestures between frames in gesture video,

and accurately recognized and classified gestures through

orthogonal reconstruction of the original gesture images based

on Zernike polynomials.

Despite its popularity, gesture recognition faces multiple 

difficulties, such as the differences in hand features, the 

constant changes of gestures, and the complexity of external 

environments. Moreover, gesture recognition raises a high 

requirement on the background color of the gesture image, and 

needs to go through a complex process to extract multiple 

gesture features. To solve these problems, this paper presents 
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a novel approach for gesture feature extraction and recognition 

based on image processing. 

The remainder of this paper is organized as follows: Section 

2 presents the workflow of the proposed gesture recognition 

method, and details the preprocessing of the original gesture 

image, prior to formal extraction and recognition; Section 3 

explains the extraction of features from gesture boundaries and 

fingertips from the gesture image; Section 4 constructs a 

convolutional neural network (CNN) for gesture recognition, 

and built up a gesture recognition model was developed based 

on residual network; Section 5 verifies the effectiveness of our 

approach through experiments; Section 6 puts forward the 

conclusions. 

 

 

2. PREPROCESSING OF GESTURE IMAGE  

 

Figure 1 shows the workflow of the proposed gesture 

recognition method based on feature extraction from gesture 

image. For the original noise-containing gesture image, 

morphological processing like denoising, binarization, 

expansion, erosion, as well as open and close operations need 

to be conducted before extracting and recognizing gesture 

features, aiming to obtain salient image features and achieve 

good effect of image recognition. 

Based on a multi-layer CNN, this paper constructs a gesture 

recognition model. To prevent the noise accumulation in the 

iterative training and learning of the model, the Gaussian white 

noise was filtered out by a Gaussian filter: 
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where, G(a, b) is the two-dimensional (2D) Gaussian function 

value corresponding to the coordinates of the pixel (a, b) in the 

gesture image; σ is the standard deviation. In addition to the 

Gaussian filter, a median filter was adopted to eliminate 

isolated noise points and smooth the edge burrs, thereby 

reducing the impact of finding the distinguishing line of the 

wrist joint, and realizing the counting and sorting of the 

neighboring pixels of the current pixel. 

 

 
 

Figure 1. The workflow of gesture recognition based on feature extraction from gesture image  

 

After denoising, binarization was performed to better 

distinguish the hand area in the gesture image from the image 

background. Here, the skin color of the hand is segmented in 

RGB and YCbCr color spaces. In the RGB color space, the 

global fixed threshold binarization method was adopted: 
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where, GV(a,b) and GVB(a,b) are the gray value of the original 

gesture image, and the gray value obtained by comparing the 

original gesture image pixels with the fixed threshold ε1, 

respectively. 

In the YCbCr color space, the maximum inter-class 

variance was adopted for binarization. By this method, the 

inter-class variance was taken as the scale between the hand 

foreground and image background. The inter-class variance is 

positively correlated with the probability of distinguishing the 

hand from the background. 

For a gesture image GI(a,b) of size W*H, let λl and Nl be the 

mean gray value and number of all pixels whose gray value is 

lower than threshold ε2 between the hand foreground and the 

image background, respectively; λh and Nh be the mean gray 

value and number of all pixels whose gray value is higher than 

threshold ε2, respectively. Then, the proportions of foreground 

pixels and background pixels to the total number of pixels in 

the image can be expressed as: 
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The mean gray value of the entire gesture image can be 

calculated by: 

 

hhll PP  +=  (4) 

 

The inter-class variance can be expressed by: 
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The segmentation threshold ε2 falls in [1, 255]. The 

threshold value should ensure that the inter-class variance is 

maximized. 

The binarized gesture image GI* was subject to 

morphological removal and filling of isolated interference 

points, burrs, holes, and gaps. Suppose S is a structural element 

in the shape of a square, a cross or an ellipse. Then, the 

morphological elimination can be completed by: 

 

})(|,{  = GISbaSGI ab  (6) 

 

874



 

The morphological elimination (6) is an erosion operation, 

which removes all the boundary points and isolated points 

from the segmented gesture area. To corrode the gesture image 

GI* by the structural element S, the center point of S was first 

translated to the position of pixel (a, b). If the intersection of 

GI* and S at (a, b) is not S, then (a, b) will be assigned the 

value 0; otherwise, (a, b) will be assigned the value 255. The 

morphological filling can be completed by: 

 

})(|,{ =  GISbaSGI ab
 (7) 

 

The morphological filling (7) is an expansion operation, 

which merges the segmented gesture area with the adjacent 

background points. Similarly, to expand the gesture image GI* 

by the structural element S, the center point of S was first 

translated to the position of pixel (a, b). If there is no 

intersection of GI* and S at (a, b), then (a, b) will be assigned 

the value 0; otherwise, (a, b) will be assigned the value 255. 

Starting from the actual situation of the binarized gesture 

image GI*, morphological open and close operations 

determines the sequence of elimination and filling operations, 

such that the segmented area from the preprocessed gesture 

image is as large as that from the original image. Figures 2 

displays the effect of graying, binarization, and open and close 

operations on the original gesture image. 

 

 
 

Figure 2. The effect of preprocessing on the original gesture 

image  

 

 

3. EXTRACTION OF GESTURE FEATURES  

 

In this paper, the gesture boundary features are extracted by 

the Fourier descriptor, which is an excellent tool for describing 

the contour shape of the target. Figure 3 defines the 10 target 

gestures. For any point (a0, b0) on the gesture boundary in the 

original image, there must exist a point (aNBO, bNBO) that equals 

(a0, b0), where NBO is the number of pixels on gesture boundary. 

The complex expression of the boundary pixels is as follows: 
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One-dimensional (1D) discrete Fourier transform can be 

performed on formula (8) to obtain the Fourier descriptor of 

the gesture boundary: 
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The Fourier descriptor zd can convert 2D image processing 

problems into 1D problems, which greatly reduces the 

computing load. The accuracy of the Fourier descriptor during 

the detection can be obtained through the inverse transform: 
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As shown in formulas (9) and (10), the Fourier descriptor is 

affected by the rotation, translation, or expansion of the 

gesture boundary. This effect can be reduced or eliminated by 

calculating the ratio of the modes: 
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zd
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To generalize the boundary shape of the gesture area, it is 

redundant to use high-frequency Fourier descriptors, which 

are good at describing the details. Only the first n low-

frequency Fourier descriptors, except φ0 and φ1, need to be 

selected. Then, the gesture boundary can be redrawn through 

inverse transform of the n descriptors by formula (10). Figure 

4 presents the effect of extracting the gesture boundaries with 

different numbers of Fourier descriptors. 

 

 
 

Figure 3. The definitions of the 10 target gestures  

 

 
 

Figure 4. The effects of extracting the gesture boundaries 
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As shown in Figure 4, obvious bending features can be 

observed in the fingertips, the depression between fingers, and 

the joint between hand and wrist in the segmented images. The 

local bending features can be derived from the curvature of 

each boundary point of the gesture region. Let pi be a boundary 

point on gesture region. Based on the preset traversal step 

length, the previous and subsequent points of pi, namely, pi-1 

and pi+1, can be obtained. Let NB be the number of all points, 

and P={p0, p1, p2, …, pi-1, pi=(ai,bi), pi+1, …, pNB-1} be the set 

of all points. Then, the curvature of point pi is the cosine value 

of the angle α between vectors pipi+1 and pi-1pi: 
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By observing different gestures, it can be found that 

fingertip features lay an important basis for gesture 

recognition. To quickly eliminate other misjudgment points 

that also have curved features, this paper further filters the 

circular features of all points with local bending features. Let 

NT be the total number of target points. Then, a circle 

containing the target point pi=(ai,bi) was drawn with O(x,y) as 

the center and R as the radius: 
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The target point pi=(ai,bi) can be mapped to the circular 

feature space (x, y, R) by: 
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where, α falls in the range of [0, 90º); R cannot exceed half the 

width of the finger joint. Then, it was judged whether all the 

neighboring points of the target point fall on a circle, and the 

circle with the most neighboring points was chosen. 

 

 
 

Figure 5. The intersection of circle and gesture boundary 

 

Figure 5 illustrates the intersection of circle and gesture 

boundary. The two intersection points between the circle 

containing point pi and gesture boundary, namely, Mi and Ni, 

can be expressed by: 
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where, NAP is the total number of pixels on the circle 

containing point pi. The mean error of any point Ki on the left 

and right of Mi and Ni can be calculated by: 
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The standard error SEi can be calculated by: 
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The Euclidean distance EDiq between the boundary point of 

the gesture area and the point on the circle can be obtained by: 
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where, (aMis,bMis) and (aNir,bNir) are the coordinates of the s-th 

pixel to the left of Mi and r-th pixel to the right of Ni, 

respectively; (aKiq,bKiq) is the coordinates of the q-th pixel to 

the left of Mi on the circle containing pi. s equals q and r equals 

q-2NAP. The mean error of a pixel can be calculated by: 
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The mean error of a circle and its corresponding gesture 

boundary can be calculated by:  
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If MEi is smaller than MEav, the circle is the circle 

corresponding to the fingertip, i.e. point pi is the fingertip in 

the gesture area. Figure 6 shows the feature points recognized 

in the gesture area of the original image. 

 

 
 

Figure 6. The feature points recognized in the gesture are 

 

 

4. CONSTRUCTION OF GESTURE RECOGNITION 

NETWORK 

 

Figure 7 presents the structure of the constructed CNN. The 

deep neural network faces reduced generalizability and 

network degradation during the gesture recognition. To solve 

these problems, the residual idea was incorporated to the 

constructed CNN. As shown in Figure 8, x is the input of the 

residual block, and F(x) is the residual, i.e., the output after the 

linear transform and activation of the block in the first layer. 

F(x) and x are superimposed and activated before being 

outputted. The path to superimpose the output function of the 

block with x before the activation of the output value of the 

second layer is called a shortcut connection. 
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Figure 7. The constructed CNN 

 

 
 

Figure 8. The structure of residual block 

 

To obtain a sufficiently small residual F(x), the loss function 

of the residual block of the k-th layer of the residual network 

can be calculated and derived by: 
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where, xk, ωk, and εk are the input, weight, and bias of the k-th 

residual block. The loss function of the network can be 

calculated by: 
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After adding the residual block, the partial derivative can be 

calculated by: 
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Gesture images can also be processed following the residual 

idea. Let xl be the compressed sampling value of a given 

gesture image. Then, the image can be preliminarily 

reconstructed by: 
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where, Fh(*) is the equivalent function of the mapping network; 

MAPh is the linear mapping matrix constantly updated during 

network training. Let Fg(x*
l, MAPg) be the residual network 

composed of residual blocks. The residual can be generated by: 
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Taking xl as the input, the preliminary reconstructed image 

y*
l was obtained, and merged with r*

l into y'l: 
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Figure 9 shows the workflow of the proposed gesture 

recognition method based on residual network. The 

convolution kernel and bias of the network were updated by 

the backpropagation algorithm. Let Losst be the loss function 

value of the forward propagation of the convolution operation.  

 

 
 

Figure 9. The workflow of gesture recognition based on 

residual network 

 

Then, the partial derivative of convolution kernel relative to 

the parameters in column v and row c in the gesture image can 

be obtained by: 
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where, Uw
ij satisfies: 
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Formula (28) can be simplified as: 
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The error of convolution kernel relative to the parameters in 

column j and row c in the feature map on the w-1-th layer can 

be calculated by: 
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The partial derivative of the loss function relative to the 

convolution kernel can be obtained the convolution operation: 
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The error of the convolution kernel can be recursed by: 
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where, rot(*) is the fixed degrees of clockwise rotation for the 

convolution kernel. The above analysis shows that the network 

error and parameter gradient can be calculated layer by layer. 

Let η be the learning rate. The parameter update formula can 

be established as:  
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To prevent over-fitting, regularization was applied to 

attenuate the weight during the backpropagation. The 

regularization L1, which calculates the sum of the absolute 

value of all weights, and regularization L2, which calculates 

the square root of the quadratic sum of all weights, both obey 

the prior probability. Let γ be the regularization coefficient. 

Then, L1 must satisfy the Laplace prior probability: 
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L2 must satisfy Gaussian prior probability:  

 

+=



 2

0
2N

LossL  (36) 

 

Batch normalization can alleviate the diffusion of gradients 

that may occur in the model training, and speed up the 

convergence of the loss function. Let B={x1,x2,…,xN} be the 

input of batch processing; α and β be the scale factor and 

translation factor to be learned. First, the mean of the data for 

batch processing can be calculated: 
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Then, the variance can be calculated: 
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After that, the normalization can be performed:  
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Finally, scale shift can be implemented: 
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5. Experiments and Results Analysis 
 

The trend of the loss curves needs to be judged to adjust the 

constructed recognition model in time during the training. In 

our experiments, the total loss of our model on the target 

images was computed after each iteration. Figure 10 records 

the loss curves of gesture recognition by our model. It can be 

seen that over-fitting did not occur after 10,000 iterations; the 

three loss curves, namely, mini-batch loss, training loss, and 

test loss, plunged and tended to be stable, with the growing 

number of iterations. The training loss curve dropped steeper 

than the other two curves. Despite some fluctuations, the mini-

batch loss curve was not much different from the test loss 

curve. The three loss curves stabilized since the 6,000-th 

iteration, a sign of the end of model training. 

To verify its effectiveness, the proposed fingertip 

recognition algorithm was compared with popular methods 

through fingertip detection experiments, such as skin color 

segmentation method, histograms of oriented gradients (HOG) 

feature extraction method, and local binary pattern (LBP) 

feature extraction method. The comparison results are shown 

in Figure 11, where the x-axis represents the number of classes 

of recognized gestures, and the y-axis represents accuracy and 

time consumption, respectively, in the two sub-graphs. It can 

be seen that our algorithm recognized fingertips more 

accurately than the other methods, while consuming relatively 

short time. This verifies the accuracy and efficiency of our 

algorithm. 

 

 
 

Figure 10. The loss curves of gesture recognition 

 

 
(a) 

 
(b) 
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Figure 11. The accuracy and time consumption of different 

fingertip recognition algorithms 

 

Next, 10 types of gestures were expanded into 4,380 gesture 

images through rotation, translation, distance adjustment, or 

focal length adjustment. The accuracy of our algorithm on the 

10 types of gestures is displayed in Table 1 and Figure 12. 

Obviously, our algorithm reduced the recognition error rate to 

below 2%. 

As shown in Figure 12, the training and test accuracies 

increased rapidly before the 1,600-th iteration, and remained 

in sync with the falling loss curves in Figure 10. After the 

1,600-th iteration, the two curves exhibited different trends. It 

can be seen that the training accuracy curve fluctuated less 

significantly than the test accuracy curve, owing to the 

relatively large size of the training set. Both curves were 

stabilized at the 5,000-th iteration, similar to the situation of 

the loss curves.  

 

Table 1. The recognition accuracy of 10 types of gestures 

 

Type 
Number of 

gesture 

Number of 

misjudgment 

Rate of 

recognition error 

1 450 3 1.7% 

2 400 6 1.5% 

3 430 5 1.16% 

4 450 5 1.11% 

5 450 7 1.56% 

6 440 5 1.11% 

7 430 6 1.4% 

8 430 7 1.6% 

9 450 6 1.3% 

10 450 6 1.3% 

 

 
 

Figure 12. The accuracy curve of gesture recognition  

 

 
 

Figure 13. The accuracy with or without fingertip feature 

recognition 

 

To verify the promoting effect of the fingertip recognition 

algorithm on the gesture recognition accuracy, the gesture 

recognition accuracy with or without fingertip feature 

recognition was summarized. As shown in Figure 13, the 

training accuracy of the model stabilized at 92% before the 

fusion of fingertip features, and above 97% after the fusion of 

such features; the test accuracy curve oscillated relatively 

significantly, but the value stabilized at around 93% after the 

fusion of fingertip features. These results fully demonstrate the 

effectiveness of our algorithm. 

 

 

6. CONCLUSIONS 

 

This paper proposes a novel method of gesture feature 

extraction and recognition based on image processing. Firstly, 

the workflow of the designed gesture recognition method was 

explained, and the original gesture image was preprocessed by 

denoising, binarization, expansion, erosion, and open and 

close operations. Then, the authors introduced the method to 

extract the features of gesture boundaries and fingertips. 

Finally, a CNN structure was designed for gesture recognition, 

and the process of gesture recognition was optimized based on 

residual network. Experimental results show that our 

algorithm recognized fingertips more accurately than the other 

methods, while consuming relatively short time. The fusion of 

fingertip features improved the training accuracy of the model 

by 3% to above 97%, and the test accuracy of the model by 8% 

to around 93%. The results fully demonstrate the effectiveness 

of the fingertip feature recognition algorithm. 
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