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In view of insights of the Central Brain Tumor Registry of the United States (CBTRUS), 

brain tumor is one of the main sources of disease related deaths in the World. It is the 

subsequent reason for tumor related deaths in adults under the age 20-39. Magnetic 

Resonance Imaging (MRI) is assuming a significant job in the examination of neuroscience 

for contemplating brain images. The investigation of brain MRI Images is useful in brain 

tumor analysis process. Features will be extricated and selected from the segmented pictures 

and afterward grouped by utilizing the classification procedures to analyze whether the 

patient is ordinary (having no tumor) or irregular (having tumor). One of the most dangerous 

cancers is brain tumor or cancer which affects the human body's main nervous system. 

Infection that can affect is very sensitive to the brain. Two types of brain tumors are present. 

The tumor may be categorized as benign and malignant. The benign tumor represents a 

change in the shape and structure of the cells, but cannot contaminate or spread to other cells 

in the brain. The malignant tumor can spread and grow if not carefully treated and removed. 

The detection of brain tumors is a difficult and sensitive task involving the classifier's 

experience. In the proposed work a Group based Classifier for Brain Tumor Recognition 

(GbCBTD) is introduced for the efficient segmentation of MRI images and for identification 

of tumor. The use of Convolutional Neural Network (CNN) system to classify the brain 

tumor type is presented in this work. Relevant features are extracted from images and by 

using CNN with machine learning technique, tumor can be recognized. CNN can reduce the 

cost and increase the performance of brain tumor detection. The proposed work is compared 

to the traditional methods and the results show that the proposed method is effective in 

detecting tumors.  
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1. INTRODUCTION

The brain tumor is one of the main cancer-related causes of 

death in India, based on statistics from the Central Brain 

Tumors Registry. Leukemia is the second most important 

cause of cancer death in children below 20 and in men between 

20-39 years. It is the first cause of cancer death in children

under 20. Each year, an estimated 87,000 adults, including

malignant (37,000) and non-malignant (50,000) in India,

receive a new brain tumor diagnosis [1]. An estimated 21,000

deaths are attributed to malignant brain tumor, 6700 of which

have been diagnosed in children less than 15 [2].

The most common use of medical images is to visualize the 

inner part of the human body [3]. They are crucial if serious 

diseases are to be detected and treated [4]. Magnetic 

Resonance Imaging is one of the most commonly used 

methods of medical imaging [5]. The patient's MRI is in a 

machine producing a powerful magnetic field to match the 

protons [6]. The alignment is then broken by sending a pulse 

of the radio frequency [7]. The protons are adjusted to the 

magnetic field when the pulse radiofrequency ends. The time 

required for the reconfiguration and energy released during 

this event varies depending on the tissue [8]. A 3D image MRI 

is built by recording this information. Figure 1 depicts the 

brain tumor identified image. 

Figure 1. Brain tumor identified image 

Supervised segmentation Methods are controlled and 

involve segmentation feedback and user interaction. The user 

needs to mark the region or provide the algorithm with the 

correct performance of the segmentation [9]. The 

classification based method, which is the main scope of this 

work, is an example of a workable method. Supervised 

Segmented Image classification shall label an image or part 

with the corresponding classes based on its features. Two main 

steps lie in the classical approach to classification [10]. The 

first is the extraction of features. Important information is 

obtained in this step on the class labels [11]. For these features, 

edges, corners and color data are just a few examples. The 

second step is to determine the class of the features [12]. This 

step is done with machine learning. Equipment is indeed high-
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dimensional vectors that live in an object-content area. 

Machine learning algorithms attempt to divide the function 

space into meaningful, class-related regions [13]. If an object's 

feature vector is in one of these regions, the corresponding 

class is foreseen. Supervised and unattended learning can be 

used to train the machine learning algorithms [14]. 

The segmentation of images is to divide an image into its 

consistent components [15]. These partitions have similar 

characteristics after segmentation like color, texture, etc. [16]. 

The most common methods used in the literary segmentation 

of images include clustering, edge-based, compression-based 

methods, region-based methods, pixel-based methods, and 

graph-based methods [17]. Each pixel is assigned a class label 

in semantic segmentation, and when these pixels are combined 

they fit the segments in the image [18]. Image segmentation 

can be classified as unattended and controlled segmentation. 

Uncontrolled segmentation methods provide input, but the 

user does not provide basic details for algorithm training or 

user interaction. Therefore, the algorithm itself knows or does 

not need to be tracked [19]. 

Early detection of brain tumors can therefore play a crucial 

role in improving treatment options and increasing the 

likelihood of survival [20]. However, the time-consuming, 

complex, and heavy process of manual segmentation is the 

source of many images of MRIs in medical routine [21]. MRI 

is primarily used for identifying brain tumors or lesions, also 

known as Magnetic Resonance Imaging [22]. MRI brain tumor 

segmentation is one of the most critical tasks in medical 

imaging, since a large number of data is normally involved. In 

addition, soft tissue boundaries can be unchanged for the 

tumors. It is therefore a very detailed process to correctly 

classify the tumors of the human brain [23]. 

In the proposed work, an image based group classifier is 

designed for the accurate detection of brain tumor using the 

machine learning techniques. The proposed model segments 

the brain image and then perform pixel extraction from each 

segment. The designed classifier considers only relevant 

features for the detection of brain tumor. The Image based 

group classifier performs generation of clusters which holds 

relevant features of a group in a single cluster and then the 

classifier uses these features for the prediction of brain tumor. 

The rest of the paper is organized as section 2 gives a brief 

survey on the traditional brain tumor detection models and the 

section 3 describes the proposed model and its process of 

identification of brain tumor. The section 4 illustrates the 

results obtained which are compared with the traditional 

models and finally section 5 concludes the papers. 

 

 

2. LITERATURE SURVEY 

 

Brain tumor is the abnormal growth of cells in the brain, 

discussed by Qian et al. [1]. Two major cancers such as benign 

and malignant tumors exist. The primary and secondary tumor 

is usually known as tumor. The primary tumor begins in the 

brain and the secondary tumor spreads to other body sections. 

Many different types of medical imaging such as X-ray, CT 

(Computed Tomography) and MRI (Magnetic resonance 

imaging) are available. Due to the high resolution and decent 

image quality, the model uses MRI brain pictures. The tumor 

area needs to be removed from the MRI brain image after 

captured. The radiologist helps to prepare correct 

segmentation of medical images. Astrocytoma is the most 

common type of tumor. The study primarily separated the 

brain tumor glioma types. 

The image threshold technique is based on the local imaging 

properties, where the threshold value is modified in a specific 

image region, depending on the intensity distribution. This is 

useful if the whole picture does not fit or needs to be 

standardized separately for various sections of the picture, e.g. 

due to image homogeneity. Havaei et al. [2] used this method 

for the segmentation of brain tissue. Generally, threshold-

based techniques are useful if there is a high gap between 

objects and backgrounds, not brain MR pictures. In addition, 

the threshold calculation is typically challenging and involves 

contact with the user. They may however be used as an initial 

step in the segmentation process. 

Menze et al. [3] have taken a different approach in order to 

prevent over-segmentation, rather than post-processing, on the 

basis of regional fusion, input images. It included reducing 

noise, attenuating the curvilinear structures present in MR 

images, and calculating the morphological gradients and 

marks of the input image. The findings reported were not 

satisfactory. The segmentation algorithm for glioma-based 

brain tumors was suggested by Chaurasia and Culurciello [4]. 

The tumor has an irregular shape that is found using a deep 

convolutionary neural network algorithm. Thus, the patient's 

survival rate is improved by specific brain tumor segmentation. 

By entering max-out and lowering layers in the patch 

processing, the issue of overfitting is eliminated. The proposed 

algorithm also uses a pre-processing method to eliminate 

undesirable noise and to remove small false positive noise 

from the morphological operators. 

Bauer et al. [5] recommends the up-to - date output of the 

convolutionary neural network for automatic fragmentation of 

health data. However, the findings for clinical use are not 

robust. It limits the generality of previously unknown classes 

of objects. The problem is remedied by a modern interactive 

segmentation system based on a deep learning by connecting 

CNN to a bounding box and scripting segmentation pipeline. 

The approach proposed makes the CNN model adaptable to a 

particular test picture that can be unmonitored or controlled. 

A widespread master education technique has been 

provided by Qian et al. [6] to identify and segment medical 

images. In this method, convnet is used to distinguish medical 

brain images into healthy and unhealthy brain images. The 

approach used classifies the brain tumor as low and large. The 

MRI brain tumors are classified through the Alex Krizhousky 

network deep learning architecture. The classification of 

tumors takes place on the entire picture instead of pixels. 

Xia et al. [9] has established a brain lesion segmentation, 

which is a difficult process, using the 3-D neural convolution 

network. In order to extract the local and larger contextual 

details, the design of the dual pathway operates an image on 

many scales. The false positives that have been deleted with a 

completely connected 3D random conditional region. The 

method of segmentation was used for multi-channel MRI 

lesions of traumatic brain injury, brain tumors and ischemic 

stroke. The 3D CNN is an efficient way of dividing without 

raising the cost and number of training parameters into good 

segmentation. 

Jafari et al. [15] implemented the Learning Vector 

Quantization approach based on a probabilistic neural network 

model. The model was tested on 95 MRI images, including 25 

MRI images, and the remainder was used as a training session. 

The photos were flattered by the Gaussian filter. The updated 

system reduced 67 percent of the processing time. The MRI 

images are transformed to matrices, which are then defined by 
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the Probabilistic Neural Network. Quality analysis is 

eventually carried out. There were 20 subjects in the 

preparation and fifteen subjects in the research dataset. 

Accuracy was between 70% and 85% based on the spread 

value. 

Parihar [19] performed an evaluation of the efficiency of an 

interactive three dimensional image segmentation technique. 

They demonstrated improved time and precision of contact in 

the subject over the contouring of the hand. In their study, 

deficiencies were found in areas where the boundaries were 

defined in the data and the awareness of using segmental 

experts to define fundamental truth was raised. Over-

segmentation is the issue of the waterfront. 

 

 

3. PROPOSED MODEL 

 

The main idea of the proposed model is to divide and 

diagnose brain tumor by means of an algorithm of machine 

learning and to determine the classification criteria for our 

model. The proposed brain image segmentation system 

involves different stages; skull striping, filtering and updating, 

segmentation; morphological operations; tumor contouring. 

The advantages of brain visualization have also provided large 

volumes of data of higher quality [24]. The processing of such 

large and more complex MRI datasets has rendered for 

clinicians as discouraging and difficult process, who can 

obtain valuable information manually [25]. This manual 

assessment is also time consuming and error prone due to the 

various inter- or intrinsic variability analysis carried out by the 

operator. These problems require new developments in 

computerized techniques for better diagnosis and subsequent 

research in brain MRI data evaluation. 

Features and attributes of interest, if carefully selected, are 

exemplary to the maximum detail that the image can provide 

to demonstrate the lesion in its entirety [23]. Functional 

derivative methodologies analyses items plus images to obtain 

the most influential characteristics indicative of divergent 

object classes [24]. Features are used to assign them to their 

specified classes as ingredients for classifiers [2]. The goal of 

the irrelevant feature removal process is to minimize the initial 

data by measuring unique properties or features separating one 

input design from another. 

Convolution is a two-function operation of a genuinely 

valued statement. Initially, from an Image Set IS, an MRI 

image is considered and from the image, pixels are extracted. 

If you use the data of a double-dimensional image Ig and a two-

dimensional kernel K for storing the pixel representation is 

calculated as: 

 

IS((Ig ∗ 𝐾)(𝑥, 𝑦) = ∑.

𝑥

∑ 𝐼𝑔

𝑦

(𝑥, 𝑦) + 𝐾(𝑖 − 𝑇1, 𝑗

− 𝑇1) 

(1) 

 

where, T1 and t2 are Threshold values indicating the edges of 

the images in x and y axis and I and j are extracted adjacent 

pixels. The discrete convolution DC operator ∗ on input image 

Ig and considered kernel filter K can be defined as the 

following: 

 

(𝐼𝑔 ∗ 𝐾)(𝐷𝐶) = ∑ 𝐼𝑔

𝑀

(𝑖, 𝑖 + 1) + 𝐼𝑔(𝑗, 𝑗 + 1)

− 𝐾(𝑖, 𝑗) + ⍬ 

(2) 

where, ⍬ is the angle of the image considered. Decision Tree 

is a simple algorithm that can be represented in a tree-like 

diagram where the classification process is performed in each 

node by a number of groups using a predefined criterion. This 

approach hierarchically divides the data into smaller subsets. 

These requirements can be estimated during learning by 

maximizing the knowledge Kn gain in a given node, which is 

defined as reducing uncertainty after dividing the training data. 

The following equation is widely used for dividing the training 

and testing data: 

 

𝐼𝑔 = 𝐻(𝑆) − ∑
|𝑆𝑖|

|𝑆|
𝑖∈𝐿,𝑅

𝐻(𝑆𝑖) ∗ Kn + ∑
|𝐼𝑔𝑖|

|𝐼𝑆|
𝑖,𝑗

 (3) 

 

Here H is the set of relevant features, when individual 

neuron layers are stacked and outputs from one to another are 

connected, a multi-layer network is established that is 

represented as 

 

𝑀𝑙𝑛𝑖 = 𝑓(∑ 𝐻(𝑆) ∗ 𝐼𝑠𝑗

𝑁

𝑗=1

𝑤𝑖) (4) 

 

Here is the Image set considered. Twenty features of the text 

such as radius_mean, texture_mean, perimeter_mean, 

area_mean, fractal_dimension_mean, smoothness_se etc., 

have been separated and isolated using the normal neural 

surface and separation from the specific MRI images of the 

brain. The extracted characteristics are then listed below. The 

difference between darkest and luminous pixels of the MRI 

image is important for studying the area calculated as follows, 

 

𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ 𝑃𝑖,𝑗

𝑛−1

𝑖,𝑗=0

(𝑖 − 𝑗)2 (5) 

 

𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = ∑ |𝑖 − 𝑗|

𝑛−1

𝑖,𝑗=0

𝑃(𝑖, 𝑗) (6) 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ −

𝑛−1

𝑖,𝑗=0

ln(𝑃𝑖𝑗)𝑃𝑖𝑗  (7) 

 

Here P is the pixel considered from the image and its 

relevant features are maintained as a set. The homogeneity is 

used to measure compactness of pixels for identification of its 

relevancy to identify the tumor in image is estimated using. 

 

𝐻𝐺(𝐼𝑆(𝑊𝑖)) = ∑
𝑃(𝑖, 𝑗) + ∑ 𝑃𝑖,𝑗

𝑛−1

𝑖,𝑗=0
(𝑖 − 𝑗)2

(𝑖 − 𝑗)2 + 𝑇

𝑛−1

𝑖,𝑗=0

 (8) 

 

Here T is the Threshold limit for calculating homogeneity 

and the optimal threshold OT is a threshold with the following 

property: 

 

𝜎𝐵
2(𝑂𝑇∗) = 𝑚𝑎𝑥

1≤𝑘≤𝐿
𝜎𝐵

2(𝑂𝑇) + ∑ 𝐻𝐺 (𝑖) + 𝐻(𝑆)𝑖

𝑁

𝑗=1

 (9) 
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A convolutionary layer is the critical element of the 

architecture. One of the network parameters to be specified 

before training is the number and the size of kernels of a given 

layer. This number can differ significantly based on the 

application, the complexity of the problem and the image 

resolution. Filter kernels are normally set up randomly and 

modified by the back-propagation algorithm during the 

training process. The outputs of convolutionary layers are also 

known as characteristics or maps, as convolutionary filters are 

indeed extractors. The distinction between traditional 

extractors and practical extractors used in CNN is that they are 

directly learned from the data rather than produced from hand. 

The feature extractors are represented as 

 

𝐹𝑒𝐾𝑗
𝑙(IS(i)) = (∑ ∑

|𝐼𝑔𝑖|

|𝐼𝑆|𝑖,𝑗
𝑖∈𝑀𝑗

𝑙

∗ 𝑂𝑇𝑖𝑗
𝑙 + 𝐼𝑔𝑗

𝑙 + 𝑘𝑖𝑗
𝑙 ) (10) 

 

where, 𝐹𝑒𝐾𝑗
𝑙 denotes a non-linear activation function, which 

is typically the sigmoid function (𝑓(𝑥) = (1 + 𝑒−𝑥)−1) or the 

hyperbolic tangent function (𝑓(𝑥) = (𝑒2𝑥 − 1)(𝑒2𝑥 + 1)−1), 

𝑂𝑇𝑖𝑗
𝑙  is a bias, 𝐼𝑔𝑗

𝑙  denotes a selection of image feature maps, 

and 𝑘𝑖𝑗
𝑙  is a kernel used in the previous layer. 

The proposed work aimed at segmenting tumors in other 

healthy tissues. Both the tumor and the healthy tissues 

considered are a binary role for segmentation, there are only 

two groups. The label L = {0, 1}, where 1 represents a tumor 

label and 0 corresponds to the background label is assigned to 

each pixel. Binary segmenting energy feature is performed as: 

 

𝐵𝑠(𝑓(𝐼𝑔(𝑖))) = ∑ 𝐹𝑒𝐾𝑗
𝑙

𝑝∈𝑄

(𝐻𝐺 (𝑖) + 𝐻(𝑆)𝑖)

+ 𝜆 ∑ 𝐾𝑝𝑞

𝑝𝑞∈𝑁

(𝑓𝑖, 𝑓𝑗) 
(11) 

 

where, only all the pixels in the image are set and  𝜆  is a 

neighborhood system of adjacent pixels, and the neighboring 

pixels in a neighborhood system are pixels (i, j). fi alternative 

to w denotes the pixel i mark given. The labels are assigned as 

 

𝑉𝑖,𝑗(𝑓𝑖 , 𝑓𝑗) = 𝑤𝑖,𝑗 . 𝛿(𝑓𝑖, 𝑓𝑗) +  𝜆 +  𝐵𝑠(𝑓(𝐼𝑔(𝑖))) (12) 

 

If a single neuron is used as a cost function, the weight 

update at the iteration i can be interpreted as 

 

𝑤(𝑖 + 1) = 𝑤(𝑖) + ∆𝑤(𝑖) (13) 

 

∆𝑤(𝑖) = −𝜇𝛻𝜀(𝑤(𝑖)) (14) 

 

where, μ is the apprenticeship rate and w is the weights-w(i) 

cost feature. 

As the last network layer, nL is specified, Output feature set 

Ofs of the fully connected layer that is calculated as: 

 

𝑂𝑓𝑠 = 𝑓𝑠(𝑊𝑛𝐿𝑜𝑣𝑛𝐿−1 + 𝑏𝑛𝐿) (15) 

 

As tumor pixels constitute an extremely small part of the 

entire slice of the image, the segmentation of a tumor from the 

background is a dense prediction task that is highly unbalanced. 

The proposed model uses a class balanced cross-entropy loss 

function to deal more closely with the imbalanced class 

problem. All network layer parameters as nL is considered and 

the target function is calculated for tumor prediction as 

 

𝑇𝑝(𝑊) = 𝑂𝑓𝑠 + ∑ ∑ 𝐹𝑒𝐾𝑗
𝑙

𝑖∈𝐼𝑔
+ 𝜆 ∑ 𝐾𝑖,𝑗

𝑖,𝑗∈𝑁
+ β +

𝐼𝑔∈𝐼𝑆

log 𝑃𝑟(𝑦𝑗 = 1|𝑋; 𝑊) + ∑ log𝑗∈𝑌 𝑃𝑟(𝑦𝑛 = 0|𝑋; 𝑊)     (16) 

 

Loss is measured in all pixels in the X = (xj, j = 1, ...,). The 

background pixels and tumour pixels are referred background 

pixels and Y respectively. Where β controls the relative 

importance between the background pixels and tumor pixels. 

Wi values in proportion to number of samples in the I class can 

be selected inversely for the loss of data for every layer that is 

calculated as 

 

𝐹𝑠𝑙𝑜𝑠𝑠(𝑖, 𝑗, 𝑛𝐿) = − ∑ 𝑊𝑖𝐿𝑖

𝑀

𝑖

log  𝑆𝑛

− ∑(1 − n𝐿𝑖)

𝑀

𝑖

log(1 − 𝑆𝑖)

+ 𝑤(𝑖) + ∆𝑤(𝑖) 

(17) 

 

The Error Calculation Rate (ER) is performed using the 

equation 

 

𝐸𝑟 =
1

𝑤 ∗ 𝑃
∑ 𝑇

𝑁

𝑖=1

+ (𝐻𝐺 (𝑖) − 𝐹𝑠𝑁(𝑊2)) (18) 

 

where, W is the weight of the pixel P, T is the threshold value 

for error rate calculation. 

 

 

4. RESULTS 

 

The proposed work seeks to examine the automatic 

segmentation of the brain tumor by combining convolutionary 

neural networks with machine learning in order to 

automatically achieve tumor segmentation. The proposed 

model is implemented using python and simulated in 

ANACONDA. The detection of brain tumors is a difficult and 

sensitive task involving the classifier 's experience. The use of 

Convolutional Neural Network (CNN) system to classify the 

brain tumor type is presented in this work. Relevant features 

are extracted from images and by using CNN with machine 

learning technique, tumor can be recognized. CNN can reduce 

the cost and increase the performance of brain tumor detection. 

The proposed work is compared to the traditional methods and 

the results show that the proposed method is effective in 

detecting tumors. The proposed Group based Classifier for 

Brain Tumor Recognition (GbCBTD) model is compared with 

the traditional models in terms of image segmentation 

accuracy, classification accuracy, feature extraction time, true 

positive rate, Tumor detection Accuracy. The proposed model 

is compared with the traditional deep convolutional neural 

network fusion support vector machine algorithm (DCNN-F-

SVM) and the results are depicted. Figure 2 depicts the image 

segmentation accuracy. 

The Precision, Recall and F1 score of the proposed and 

traditional models are depicted in Table 1. 
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Table 1. Precision, recall and F1 score values 

 
 Precision Recall F1 Score 

 
GbCBTD 

Model 

DCNN-F-SVM 

Model 

GbCBTD 

Model 

DCNN-F-SVM 

Model 

GbCBTD 

Model 

DCNN-F-SVM 

Model 

Micro Average 95 74 95 81 95 79 

Macro Average 95 73 94 82 94 80 

Weighted Average 95 74 95 82 95 80 

 
 

Figure 2. Image segmentation accuracy 

 

 
 

Figure 3. Classification accuracy 

 

 
 

Figure 4. Feature extraction time 

 

 
 

Figure 5. True positive rate 

Classification is performed on the dataset for grouping 

related data as a group and then identification process will be 

performed on that grouped data. Figure 3 depicts the 

classification accuracy. The result show that the proposed 

model classification accuracy is more when compared to 

traditional models. 

Feature Extraction is performed for considering only 

relevant features from the dataset. Based on the features 

selected, tumor identification process is applied so that tumor 

can be detected accurately. Figure 4 depicts the feature 

extraction time levels. The proposed model takes less time for 

extracting feature extraction when compared to existing model. 

The True positive rate of the proposed and existing models 

is depicted in Figure 5. The proposed model has high true 

positive rate that represents that the tumor prediction rate is 

high than the existing method. 

The tumor detection rate of the proposed and existing 

models is depicted in Figure 6. The tumor detection accuracy 

of the proposed model is high when compared to traditional 

model. 
 

 
 

Figure 6. Tumor detection accuracy 

 

To identify a tumor in the brain, the image pixel analysis 

should be done. The actual tumor cell identification 

calculation in the segmented image is performed and the 

results show that the proposed model tumor cell identification 

calculation time is less when compared to traditional model. 

Figure 7 depicts the tumor cell identification calculation time 

levels. 

 

 
 

Figure 7. Tumor cell identification calculation time levels 
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The operational cost of the proposed model is less when 

compared to the traditional methods. The results in Figure 8 

indicates the operational cost levels of the proposed and 

traditional methods. 

 

 
 

Figure 8. Oprational cost levels 

 

 

5. CONCLUSION 

 

Brain Tumor is the most dangerous disease that causes 

deaths to majority of the effected people. In the proposed work 

an Efficient Group Based Classifier for Brain Tumor 

Detection using Machine Learning Technique is introduced 

for effective segmentation procedure that combines 

convolution neural networks with machine learning. Initially 

the brain imager is segmented into smaller parts and then 

clustering is applied with the image by extracting relevant 

features from the segmented image. Since the tumour pixels 

account for a very small amount of the whole slice image, it is 

a highly unbalanced dense prediction task to segment tumours 

from the background. The loss function has been used to take 

into account the discrepancy of training results. The results of 

overlapping pixels are combined to achieve segmentation on 

an entire brain segment. The proposed model considers MRI 

image and perform segmentation on it by extracting relevant 

features that are useful for the identification of tumor cells 

after applying segmentation. The proposed model is compared 

with the traditional methods and the accuracy of the proposed 

model is high when compared to existing methods. In future, 

the features considered can be reduced and the hidden layers 

can be improved for better image segmentation. For the 

features extracted weights can also be assigned for considering 

the priority features only for the tumor prediction. 
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