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The registration of segmented retinal images is mainly used for the diagnosis of various 

diseases such as glaucoma, diabetes, and hypertension, etc. These retinal diseases depend 

on the retinal vessel structure. The fast and accurate registration of segmented retinal images 

helps to identify the changes in vessels and the diagnosis of the diseases. This paper presents 

a novel binary robust invariant scalable key point (BRISK) feature-based segmented retinal 

image registration approach. The BRISK framework is an efficient keypoint detection, 

description, and matching approach. The proposed approach contains three steps, namely, 

pre-processing, segmentation using matched filter based Gumbel pdf, and BRISK 

framework for registration of segmented source and target retinal images. The effectiveness 

of the proposed approach is demonstrated by evaluating the normalized cross-correlation of 

image pairs. Based on the experimental analysis, it has been observed that the performance 

of the proposed approach is better in both aspect, registration performance as well as 

computation time with respect to SURF and Harris partial intensity invariant feature 

descriptor based registration.   
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1. INTRODUCTION

The objective of segmented retinal image registration is to 

identify the disease progression by aligning two retinal images 

namely the source and target image. These images are taken at 

different time interval or different view points of the same 

retina. The various Retinal diseases such as diabetes [1, 2], 

glaucoma [3], and hypertension [4] are easily detected and 

diagnosed through the Retinal image registration. The 

variation of intensities with respect to time and poor quality of 

retinal images are the major challenges of retinal image 

registration. For example, registration of retinal image pair is 

difficult because the selected image pair is captured in between 

some years apart may be acquired from different camera with 

different sensitivity or may be in different modality. 

Nowadays, researchers are working in the area of retinal image 

for the disease detection and retrieval using low-level features 

[5, 6] and machine learning approaches [7-11]. But they are 

not using the relevancy of retinal image segmentation and 

registration. According to Brown [12], Maintz and Viergever 

[13], and Lester and Arridge [14] registration techniques are 

classified into two categories, namely area-based and feature-

based technique. The area-based techniques [15] compare the 

intensity differences of retinal image pairs by using mutual 

information [15] and normalize cross correlation [16] as 

similarity metric and an optimization technique [17] is used to 

achieve the optimum similarity metric which indicates the 

better registration. According to the author Chanwimaluang et 

al. [18], area-based techniques are not suitable in case of low 

overlapping area of registration. To overcome this problem, 

generally a region of interest within image pair is selected for 

evaluating the similarity metric [17]. 

The changes in illumination and initial-misalignment also 

affect the performances of area-based techniques [19]. 

Therefore area-based techniques are susceptible to 

background changes due to their pathologies and changes to 

the viewpoints of camera [19]. On the basis of exhaustive 

literature survey it is found that the feature-based techniques 

[20, 21] are more suitable for the segmented retinal image 

registration in comparison to area-based techniques. The main 

characteristics of feature-based techniques are their robustness 

against illumination changes.  

Feature-based techniques generally extract the salient and 

distinct features for searching the appropriate transformation 

such as scaling, rotation, and translation [22] between the 

image pair which optimizes the correspondence between 

selected features. However, it is tedious task to extract the 

features from the poor quality images. To overcome this 

problem for retinal image registration, generally blood vessel 

structure of respective segmented retinal images is used to 

identify the matched feature points [23]. For extracting distinct 

matched feature point, a scale invariant feature transform 

(SIFT) has been used by various authors [24, 25]. The SIFT 
features are scale invariant as well as rotation invariant and 

provide robust matching across the change in viewpoint, 

changes in illumination and a substantial range of affine 

distortion [25, 26]. The SIFT features are highly efficient to 

sense a single feature that can be exactly matched with the 

large set of features of other images and specially designed for 

mono-modal image registration [24]. The main disadvantage 

of SIFT features are its scale invariance strategy, which is not 

able to provide sufficient control points in case of high order 
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transformation [27]. Therefore Bay et al. [27] proposed speed 

up robust features (SURF), which is faster and robust with 

respect to SIFT features. The author Cattin et al. [28] proposed 

SURF based retinal image registration method, which is based 

on Haar wavelet, and does not depend on vasculature; however, 

this method is applicable for mono-modal retinal image 

registration.  
The authors Stewart et al. [19] and Tsai et al. [29] proposed 

a general dual bootstrap iterative closest point algorithm 

(GDB-ICP) for registration of poor quality retinal images. To 

provide the initial matches before applying the GDB-ICP, 

there are two methods available in literature. In first method to 

identify the initial matches, various authors [30, 31] used 

Lowe’s multi-scale keypoint detector and the SIFT descriptor. 

In second method, the central line extraction algorithm [25] 

was used to extract the bifurcations point of the retinal blood 

vessels and generate the initial matches. After identifying the 

first matches the GDB-ICP algorithm was iteratively expand 

the area around first matches by mapping the corner points. 

According to authors Stewart et al. [19] and Tsai et al. [29] 

only one initial match is sufficient for the iterative registering 

process. Further, author Chen et al. [32] state that for more 

poor quality images, having correct initial match, but due to 

poor quality image corner point the GDB-ICP algorithm may 

fail.  

Further, the author Taha et al. [16] and Chen et al. [33] 

proposed a feature-based retinal image registration schema by 

using SURF feature, to improve the quality of retinal image 

registration. Ozdemir et al. proposed a GA-Based 

Optimization of SURF Algorithm [34] and the author Wang et 

al. [35] proposed a robust point matching method for 

multimodal retinal image registration based on speed up robust 

feature (SURF) detector. Wang et al. [35], Chen et al. [33], and 

Taha et al. [16] claimed that the performance of their approach 

is good but still some improvement is required in thresholding 

techniques and vascular network detection phase, which gives 

an idea for our proposed approach. 

On the basis of an exhaustive literature survey, it was found 

that, the main challenges are accurate and fast detection of 

changes in the vascular structure. This research gap motivates 

us to design and implement an efficient framework for 

segmentation and registration of the retinal image. 
Leutenegger et al. [36] set a new milestone and proposed a 

Binary robust invariant scalable key point (BRISK) 

methodology that handles the both challenges. The BRISK 

achieved comparable quality of feature matching at less 

computational time [36]. Therefore, in this paper, we proposed 

a BRISK feature-based registration approach of segmented 

retinal image, to achieve the better registration accuracy. The 

proposed approach is able to handle two major challenges of 

segmented retinal image registration which are as follows: 

 

• Selection of suitable retinal vessels segmentation approach 

which helps for better segmented retinal image registration. 

• Use of the BRISK framework for feature detection and 

matching because it is a high quality descriptor and require 

less computational time.  

 

The organization of the paper is as follows: the methods and 

model, experimental results and performance analysis and the 

conclusion of the proposed approach was discussed in section 

2, 3 and 4 respectively. 

 

 

2. METHODS AND MODEL 

 

Our proposed retinal image registration approach contains 

three steps, namely, pre-processing, Gumbel PDF based 

approach for retinal image segmentation, and BRISK feature 

based registration between the pairs of segmented retinal 

images. The block diagram of the proposed registration 

approach is shown in Figure 1. 

 

2.1 Pre-processing 

 

Due to low contrast difference between vessels and their 

background and continuous decrement in the vessels width, 

when slightly move away from the optical disk of retina image 

the pre-processing is required. The pre-processing module 

contains two sub-modules; first convert the RGB retinal image 

into gray scale by using principal component analysis (PCA) 

based technique [37] and then improve the contrast of gray 

scale image by applying Contrast limited Adaptive Histogram 

Equalization (CLAHE). The main steps used in PCA based 

gray image conversion method [29] are mentioned in Figure 1. 

The resulting image after pre-processing is shown in Figure 2. 

 

2.2 Gumbel PDF based MF for segmentation 

 

A comparison between the gray scale cross section profile 

of retinal blood vessel segmentation approach and redefined 

kernel happens in the matched filter (MF) based retinal blood 

vessel segmentation approach. Based on Gaussian function the 

Chaudhuri et al. [38] proposed the first matched filter 

approach and their claim was to show that the vessel cross-

section profile is in approximate Gaussian shape. Further, 

Zolfagharnasa et al. [39], based on their proposed Cauchy PDF 

based matched filter approach draw the claim that vessel cross-

section profile matched better with Cauchy PDF Curve. Even 

though, towards the truncated values on both sides of the peaks 

both the Gaussian Cauchy PDF diminished equally, the 

diminishing rate for the Gaussian curve is faster than that of 

the Cauchy PDF curve. If we analyze the vessel cross-section 

intensity profile of two marked regions with different color of 

lines (as shown in Figure 3(a)) are shown in Figure 3(b) and 

3(c) by selecting total thirty pixels between two points. 

According to the Figure 3(b) and 3(c), it is observed that the 

cross-section profile is moderately skewed that means not 

equally diminish toward the respective truncated values on 

both sides of their peak value. 

Therefore, in this paper, we use the concepts of our recently 

proposed approach [40-42], In a novel Gumbel PDF based 

approach, for efficient retinal blood vessel segmentation. In 

papers [40-42] through statistical analysis, we justify that the 

curve of retinal image is slightly skewed for the gray scale 

intensity profile rather than approximate Gaussian shape.  

The Gumbel PDF having skewed characteristics is defined 

by the following Eq. (1): 

 

f(x, y) =
1

β
 𝑒

𝐗−µ
β  𝑒−𝑒

𝐗−µ
β

 𝑓𝑜𝑟 |𝑦| ≤ 𝐿/2 (1) 

 

where, x is the perpendicular distance between point (x, y) and 

straight line passing through the center of retinal blood vessel, 

µ and β are representing the location parameter and scale 

parameter respectively, and the L represents a piece-wise line 

segment in the kernel.  
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The basic steps of the Gumbel probability distribution 

function based matched filter approach for segmentation has 

been depicted in the Figure 1. 

 

2.3 BRISK feature base registration 

 

This sub-section, describe the main steps of BRISK 

framework, namely feature point detection, and construction 

of feature point descriptor. 

 

2.3.1 Feature points detection 

Efficient feature point detection is a prominent step for 

different tasks of computer vision. The corner detection plays 

an important role for the detection of interesting feature points 

because it provides important clue due to their two 

dimensional (2D) constraint and useful for fast algorithms to 

detect them [43]. Rosten et al. [44] proposed a Feature from 

Accelerated Segment Test (FAST) feature detector approach 

which outperforms in both computational performance and 

repeatability with respect to previous existing algorithms in 

literature [43]. After that author Mair et al. [43] accelerated 

performance of the popular FAST feature detector approach 

and proposed Adaptive and Generic Accelerated Segment Test 

(AGAST) feature detector approach. 

 

 
Figure 1. Block diagram of proposed registration model 

 

 
 

Figure 2. (a) Color retina image (b) Gray scale image and (c) Contrast enhanced gray scale image of 20_test.tif selected from 

DRIVE dataset 
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Figure 3. Retina image selected from the test set of DRIVE database, (a) Gray scale retina image of '11_test.tif, (b) Cross-section 

intensity profile of the region marked by claret color in (a) by selecting 30 pixels between two points, (c) Cross-section intensity 

profile of the region marked by blue color in (a) by selecting 30 pixels between two points 

 

 
 

Figure 4. 40 interest points in segmented retinal image by using BRISK feature detection 

 

Leutenegger inspired from the work of Mair et al. [43] and 

proposed a novel BRISK detector. The main objective of the 

BRISK detector is to achieve an invariance to scale which is 

difficult for high-quality key points and searching the maxima 

in the image plane as well as in scale-space [36]. This detector 

also uses to estimates the true scale of all key points in the 

continuous scale-space [36]. For interest key point detection, 

the BRISK framework use the scale-space pyramid layer of n 

octaves Oi and n intra-octeves Ioi for i= 0, 1, 2,...., n-1 and 

assume the value of n is equal to 4. The first octaves are created 

by progressively by half sampling the original image (O0). The 

intra-octave Ioi exists in between the two octave layers that 

means each Ioi exist in between Oi and Oi+1. The first intra-

octave Io0 is obtained by down sampling the original image O0 

by a factor of 1.5. Remaining intra-octave layers are obtained 

progressively by half sampling. In the BRISK framework, 

initially, the FAST 9-16 detector is applied on all octave and 

intra-octave layers by using the same threshold (Th) value to 

identify the suitable region of interest (ROI). The 9-16 

represents, at least nine consecutive pixels in the circle of 

sixteen pixels are either be sufficiently darker or brighter than 

the central pixel. The points which exist in the ROI are 

subjected to non-maximal suppression in scale-space. 

The non-maximal suppression in scale-space is required for 

removing the multiple interest points adjacent to one another. 

The algorithm for the nonmaximal suppression is as follows: 

1. Calculate the SAD value i.e. sum of the absolute 

difference between the pixels in the contiguous arc and the 
center pixel (say D).  

2. Compare D value of two adjacent interest points and 

discard the interest point having lower value of D.  

Above steps are mathematically summarized as follows:  

 

𝐷 = 𝑀𝑎𝑥 {
∑(𝑃arc  −  𝑃center), if (𝑃arc  −  𝑃center)  >  𝑇ℎ 

∑(𝑃center  −  𝑃arc), if (𝑃arc  −  𝑃center) ≤  𝑇ℎ

 

 

where, 𝑃center  represents the value of center pixel, 𝑃arc 

represents the values of contiguous pixels in the circle and Th 

is the threshold for detection, which is determined by using the 

value of center pixel. The non-maximal suppression in scale-

space is applying to identify the interest key points at octave 

layer and their immediate-neighboring intra-octave layers 

above and below the respective octave layer. Further, an image 

saliency can be considered as a continuous quantity across an 

image and the scale dimension. For each detected maximum, 

it performs a sub-pixel and continuous scale refinement. For 

determining the true scale of the key-point, prior to the fitting 

of the 1D parabola along the scale-axis, in all the three layers 

of interest, the local saliency maximum is refined the sub-pixel. 

After this re-interpolation of the key point’s location is done 
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between the patch maxima closest to the determined scale. The 

BRISK feature point detector is able to detect both the 

bifurcation and corner points presents in segmented retinal 

blood vessel structure as shown in Figure 4. 

 

2.3.2 Feature points descriptor 

The set of interest points contains the refined sub-pixel 

image location and respective floating-point scale values. 

After identifying the set of interest points the BRISK 

descriptor is composed as binary string. The binary string is 

generated by concatenating the result of brightness 

comparison test which is described by Chli et al. [45]. In 

BRISK framework, to identify the characteristic direction of 

every interest point, the rotation and scale-normalized 

descriptors are used. 

 

Sampling. Basic idea behind the BRISK descriptor is that, 

it uses the pattern for sampling the neighborhood of interest 

point. The BRISK Sampling pattern contains N locations 

equally spaced on concentric circles with the interest point. It 

was specifically built for dense matching and to capture more 

information [28]. To prevent aliasing effects, when sampling 

the intensity of a particular point Pi in pattern, Gaussian 

smoothing with standard deviation σi proportional to the 

distance between the points presented on the particular circle 

is applied. For positioning and scaling the pattern to the 

particular point A in the image, we consider one sampling-

point pairs (Pi, Pj) out of the total N·(N−1)/2 sampling-point 

pairs. The smoothed intensity values of selected points I(Pi, σi) 

and I(Pj , σj ) are used to estimate the local gradient Lg(Pi , Pj ) 

by using the following Eq. (2):   

 

𝐿𝑔(𝑃𝑖 , 𝑃𝑗) = (𝑃𝑖 , 𝑃𝑗).
𝐼(𝑃𝑖 − σ𝑖) − 𝐼(𝑃𝑗 − σ𝑗)

‖𝑃𝑖 −𝑃𝑗‖
2  (2) 

 

Let us consider the set Sa contains all sampling-point pairs, 

then two subsets of set Sa are defined that contains small-

distance pairs and large-distance pairs which are represented 

by Ss and Sl respectively. The set Sa, Ss, Sl are mathematically 

defined as follows: 

 

𝑆𝑎 = {(𝑃𝑖 , 𝑃𝑗) ∈  𝑅2  ×  𝑅2| 𝑖, 𝑗 ∈ N and i < N^j

< i } 
(3) 

 

𝑆𝑆 = {(𝑃𝑖 , 𝑃𝑗) ∈  𝑆𝑎 | ‖𝑃𝑖 −𝑃𝑗‖ < δ𝑚𝑎𝑥} (4) 

 

𝑆𝑙 = {(𝑃𝑗 , 𝑃𝑖) ∈  𝑆𝑎 | ‖𝑃𝑖 −𝑃𝑗‖ > δ𝑚𝑖𝑛} (5) 

 

where, symbol || is used for representing absolute values, and 

| is used for “such that” representation. The symbol δmax and 

δmin are known as maximum and minimum threshold distance 

respectively. The value of δmax and δmin are set to 9.75t and 

13.67t where t is the scale of particular point A. 

Overall characteristic pattern direction vector ∇ of particular 

point A is estimated by adding the gradients of all point pairs 

in a set Sl by using the following Eq. (6):  

 

∇=  (
∇𝑥

∇𝑦

) =
1

𝐿
. ∑ 𝐿𝑔(𝑃𝑖 , 𝑃𝑗)

(𝑃𝑖,𝑃𝑗) ∈ 𝑆𝑙

 (6) 

 

The large-distance pairs Sl are used for the computation of 

an overall characteristic pattern direction vector ∇, by 

assuming that the local gradients annihilate each other 

therefore, it is not necessary in the global gradient 

determination [36].  

 

Descriptor. To construct the rotation and scale-normalized 

descriptor in a BRISK framework, we sampling the pattern, 

rotated by θ degree around the particular point A and θ is 

defined by the following Eq. (7): 

 

𝜃 = arctan2 (∇x, ∇y) (7) 

 

Then bit-vector descriptor Db is assembled by performing 

all the small-distance intensity comparisons of point pairs 

(𝑃𝑖
θ, 𝑃𝑗

θ) ∈ Ss such that each bit correspond to as follows:  

 

𝑏 =  {
1,           𝑖𝑓 (𝑃𝑗

θ, 𝑃𝑗
θ) > (𝑃𝑖

θ, 𝑃𝑖
θ)

0,          𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                        

  

 

For ∀ (𝑃𝑖
θ, 𝑃𝑗

θ) ∈ S
s
 

(8) 

 

2.3.3 Feature matching and transformation model estimation 

After identifying interest/feature points of two segmented 

retinal images, we start the process of registration. 

Registration of two retinal images (source and target images) 

from their segmented image is a tedious task. The feature 

matching and the estimation of transformation model are the 

main task of feature based retinal image registration process. 

Chen et al. [33] and Taha et al. [16] improve the performance 

of the registration, when more robust feature points are 

adopted. To adopt the robust feature points, in this paper, 

BRISK framework is used because it provides the robust and 

fast feature points detection and their description. The BRISK 

feature detector is able to detect the bifurcation points as 

shown in Figure 4. The bifurcation point contains three 

surrounding branches and angles and each branch that is 

connected to their neighboring bifurcation points or closed at 

end point. Most of the end points are detected as corner points. 

Each bifurcation structure is represented by characteristic 

vector Vc. The bifurcation structure contains any one of the 

following characteristics:  

• Bifurcation structure contains three branches and three 

angles. 

• Bifurcation structure contains three branches and six angles. 

• Bifurcation structure contains three branches and nine 

angles. 

• Bifurcation structure contains three branches and twelve 
angles. 

Therefore to handle all the possibilities of bifurcation 

structure the characteristic vector Vc contains three branches 

having various length and twelve angles which is invariant 

towards the scaling and translation. The process of feature 

matching between two images will search for better similarity 

among all the structure pairs. Let us consider Sf, Tf are the 

feature groups of the source and target image and contains Ns, 

Nt bifurcation structures respectively. The similarity S is the 

distance between the characteristic vectors of two bifurcation 

structure pair which is evaluated by using the following Eq. 

(9): 

 

𝑆(𝑖,𝑗)  =  𝐷(𝑉𝑐𝑖 , 𝑉𝑐𝑗) (9) 

 

where, 𝑉𝑐𝑖  and 𝑉𝑐𝑗  are the characteristic vectors of ith and jth 

bifurcation structure of the source and target image.  

After identifying associated matched features between the 
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target and source image (as shown in Figure 5(c) and (g)), the 

next critical issue for feature based registration is, the 

estimation of the transformation model. On the basis of 

literature survey it was found that the minimum points 

required for linear and affine transformation is two and three 

pairs of points respectively. Hence, one matched bifurcation 

pair is sufficient to identify the transformation model. The 

estimation of transformation model is done by using the 

following Eq. (10): 

 

𝐸(pq,mn) = 𝐷 (𝑀1 (𝑉𝑝 , 𝑉𝑞),  𝑀2 (𝑉𝑚, 𝑉𝑛)) (10) 

 

where, 𝑀1 (𝑉𝑝 , 𝑉𝑞)  and 𝑀2 (𝑉𝑚 , 𝑉𝑛)  are the transformation 

model estimated from the matched pairs (𝑉𝑝 , 𝑉𝑞) and (𝑉𝑚 , 𝑉𝑛) 

respectively and having good similarity according to Eq. (9). 

The correspondence pairs are used together to estimate the 

linear, affine, and quadratic transformation. For the estimation 

of appropriate transformation, experimentally evaluate the 

performance of proposed registration approach by using linear, 

affine, and quadratic transformation and observed that the 

affine transformation is performed better with respect to linear 

and quadratic transformation. Therefore in the proposed 

approach, an affine transformation is used for registration of 

segmented retinal images. The registered retinal images of two 

different source and target image pairs are shown in Figure 5(d) 

and (h). In registered retinal image, the changes in vascular 

structures of image pairs are represented in gray color which 

is clearly visible in Figure 5(d) and (h). 

The performance of proposed registration approach is 

evaluated by using the normalized cross correlation (NCC) 

which is commonly used similarity measure between two 

registered images. The normalized cross correlation between 

the source and target image is evaluated by using the following 

Eq. (11):  

 

NCC (S, T) =  
∑ 𝑆(𝑋). 𝑇(𝑋)𝑋

√∑ 𝑆(𝑋)2. 𝑇(𝑋)2
𝑋

 (11) 

where, S and T represent the source and target image and X 

represents the two matched points between the S and T. 

According to Tsai et al. [46], the value of NCC closed to one 

indicates better degree of similarity.  

 

 
 

Figure 5. (a) and (e) represents 40 feature points of two 

segmented source retinal images, (b) and (f) represents 40 

feature points of respective segmented target retinal image, 

(c) and (g) represents the respective matched feature points 

between source and target image pairs, (d) and (h) represents 

the registered retinal images of respective source and target 

image pairs. 

 

 

3. EXPERIMENTAL RESULTS AND PERFORMANCE 

ANALYSIS 

 

The DRIVE retinal database [4] is used to evaluate the 

performance of the proposed approach. All 20 retinal images 

of DRIVE database are used as a source image. The target 

image for respective source image is produced randomly by 

rotating, scaling, and translating with different angles, scaling, 

and translation factors respectively. Some target images are 

also produced by flipping (horizontal/vertical) the source 

image. The set of all 20 pairs of source and target images are 

used for experimental analysis. 

 

Table 1. Comparative analysis with respect to NCC similarity measures and computation time 

 
Source 

Image 

Target 

Image 

NCC (Gumbel pdf 

based MF+Harris-

PIIFD) 

NCC (Gumbel 

pdf based MF + 

SURF) 

NCC (Proposed 

Approach) 

Harris-

PIIFD Time 

(Sec.) 

SURF 

Time 

(Sec.) 

Proposed 

approach Time 

(Sec.) 

S1 T1 0.8101 0.8033 0.8098 29.37 8.41 6.97 

S2 T2 0.8331 0.8410 0.8418 32.18 9.78 3.84 

S3 T3 0.1155 0.0021 0.8005 19.79 8.16 3.64 

S4 T4 0.6585 0.6836 0.7263 19.78 8.74 3.96 

S5 T5 0.7400 0.7351 0.7715 26.20 8.31 3.65 

S6 T6 0.1104 0.0015 0.7685 19.24 10.81 3.58 

S7 T7 0.1160 0.1885 0.8197 19.16 5.76 3.63 

S8 T8 0.6770 0.6974 0.7661 23.29 5.96 3.83 

S9 T9 0.7285 0.7029 0.7354 23.77 6.04 3.50 

S10 T10 0.9454 0.9437 0.9870 29.92 5.59 4.23 

S11 T11 0.7747 0.7918 0.8235 33.02 8.23 3.86 

S12 T12 0.1169 0.1230 0.8376 21.54 7.95 3.98 

S13 T13 0.7507 0.7550 0.7792 25.12 6.31 3.97 

S14 T14 0.1083 0.2130 0.7445 21.52 7.33 4.34 

S15 T15 0.8054 0.8103 0.8194 28.65 9.56 4.15 

S16 T16 0.7756 0.7890 0.8297 27.29 9.64 4.35 

S17 T17 0.7022 0.7333 0.8098 24.37 10.29 4.64 

S18 T18 0.8340 0.8385 0.8455 33.21 9.16 4.06 

S19 T19 0.8021 0.8199 0.8319 29.49 7.92 4.55 

S20 T20 0.7705 0.7624 0.7996 26.76 6.46 4.41 
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(a)                                                                                           (b) 

 

Figure 6. (a) Comparative analysis of average performance measure (Average NCC) (b) Comparative analysis of average 

computation time (Average Time in Sec.) 

 

 
 

Figure 7. Comparative analysis of Gumbel Probability 

distribution function based retinal image segmentation 

approach 

 

The performance (NCC) and the computation time of 

proposed approach are evaluated for all 20 image pairs and 

mentioned in Table 1. According to the experimental results 

presented in Table 1, it has been observed that the performance 

of proposed approach is close to 1, which indicates that the 

registration accuracy is acceptable with less computation time. 

Furthermore, we evaluate the performance and computation 

time of SURF feature based registration approach proposed by 

Taha et al. [16] and Harris partial intensity invariant feature 

descriptor based registration approach proposed by Chen et al. 

[32] by using same set of 20 image pairs which is also 

mentioned in Table 1. In both cases all pairs of images are 

segmented by the Gumbel pdf based matched filter approach 

proposed by Singh and Srivastava [40]. 

On the basis of comparative analysis of proposed, BRISK 

feature based segmented retinal image registration approach 

with SURF feature based [9] and Harris partial intensity 

invariant feature based segmented retinal image registration 

approach [32], it is observed that the performance and 

computation time of proposed approach is better with respect 

to other two approaches. The average performance measure 

(Average NCC) and computation time (average time) of all 

three approaches is also evaluated and their comparative 

analysis mentioned in Figure 6. 

On the basis of that, again found that the overall average 

performance and computation time of proposed registration 

approach is better with respect to other two approaches. The 

reasons to found the better performance are as follows:  

• On the basis of comparative analysis as shown in Figure 7, 

it has been observed that the Gumbel Probability distribution 

function based retinal image segmentation approach performs 

significantly encouraging than other approaches [38, 39, 47-

53] based on matched filter. Also according to the literature, 

the main requirement of feature-based retinal image 

registration for detecting the accurate bifurcation structure 

depends upon the better segmentation [40, 42]. Therefore the 

Gumbel pdf based retinal image segmentation approach is 

used to overcome the limitation of feature based retinal image 

registration approach.  

• The BRISK framework [36] is able to handle the main 

challenges (high quality description and low computational 

cost) to detection of suitable feature points from image. The 

BRISK framework is also able to handle scaling, translational 

and rotation of the vascular tree structures of source and target 

image pairs. Therefore, in this paper, the BRISK framework is 

used for feature detection and matching, which improve the 

performance of registration and reduces the computation time. 

• Retinal diseases such as diabetes, Glaucoma and age-

based macular degeneration (AMD) are the major cause of 

human blindness. It is very painful for aging society to survive 

without vision. So the propose approach may useful for 

designing an intelligent system to detect the retinal diseases in 

early stage and control the vision loss.  

 

 

4. CONCLUSIONS  

 

The retinal diseases such as glaucoma, hypertension, and 

diabetes, etc. are diagnosed by identifying the changes in the 

retinal vessel structure, therefore accurate and less time-

consuming registration of segmented retinal images is a 

prominent task. In this paper, we proposed an efficient BRISK 

feature-based segmented retinal image registration approach 

because the BRISK framework is an efficient keypoint 
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detector, descriptor, and matching approach. The Gumbel pdf 

based segmentation approach is used to segmentation the 

source and target image because the Gumbel pdf based 

segmentation approach provided a better segmentation result 

with respect to other existing blood vessel segmentation 

approach in both normal as well as abnormal retinal image. 

The performance of the proposed registration approach was 

demonstrated by evaluating the normalized cross-correlation 

similarity index for image pairs. On the basis of comparative 

analysis of the proposed approach with the SURF and Harris 

partial intensity invariant feature descriptor based segmented 

retinal blood vessel registration approach, it was observed that 

the performance of the proposed registration approach was 

better in both aspects, the performance as well as computation 

time. In the future, the proposed approach may use to develop 

an intelligent system for aging society. 
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