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The statistics and cyclical swings of macroeconomics are necessary for exploring the 

internal laws and features of the market economy. To realize intelligent and efficient 

macroeconomic forecast, this paper puts forward a macroeconomic forecast model based 

on improved long short-term memory (LSTM) neural network. Firstly, a scientific 

evaluation index system (EIS) was constructed for macroeconomy. The correlation between 

indices was measured by Spearman correlation coefficient, and the index data were 

preprocessed by interpolating the missing items and converting low-frequency series into 

high-frequency series. Next, the corresponding mixed frequency dataset was constructed, 

followed by the derivation of the state space equation. Then, the LSTM neutral network 

was optimized by the Kalman filter or macroeconomic forecast. The effectiveness of the 

proposed forecast method was verified through experiments. The research results lay a 

theoretical basis for the application of LSTM in financial forecasts. 
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1. INTRODUCTION

In recent years, China has witnessed rapid economic growth 

and continued improvement of market economic system. To 

ensure the rapid, stable, and healthy development of the 

economy, the policymakers need to understand the laws and 

features of the market economy, and make major economic 

decisions in line with these laws [1-3]. 

The core issues in macroeconomics are statistics and 

cyclical swings [4-7]. The macro-control system of the 

government relies on the accurate measurement and forecast 

of macroeconomics. The measured and forecast results 

provide the basis for the prediction of economic trends, and an 

important reference for the positioning of future 

macroeconomic policies. 

The existing studies on macroeconomic forecast mainly 

tackle three issues: the monitoring and forecast of economic 

swings, the phased identification of macroeconomic situation 

and turning points, and the forecast of macroeconomic growth 

rate [7-9]. 

First, economic swings are mostly monitored and forecasted 

with economic prosperity index or structural measurement 

model. The former is a nonparametric method without a 

specific model, while the former is a parametric method based 

on a specific model [10, 11]. Ramahatana and David [12] 

theoretically differentiated between the quarterly swings, 

long-term trends, cyclic swings, and irregular swings in 

economic time series, and evaluated the correlations between 

the rigid factors of cyclic economic swings by analyzing the 

intertemporal correlations among economic time series. 

Khalid [13] innovatively defined the growth cycle swings of 

macroeconomy, and removed the dominant indices on 

economic trend from the monitoring and forecast of economic 

swings, leaving only the indices affected by cyclic elements. 

Second, the phased identification of macroeconomic 

situation and turning points could be realized through 

parametric or nonparametric methods [14-16]. Apergis [17] 

proposed the Bry Boschan Quarterly (BBQ) algorithm to 

determine the turning points in quarterly economic time series, 

and presented two constraints for the determination: (1) the 

peak-to-valley interval or valley-to-peak interval is at least 

half a year; (2) a swing cycle, i.e. the interval between two 

identical turning points is at least four quarters. Perez et al. 

[18] constructed a multivariate model by expanding the

Markov regime switching time series model in variable

dimension and applicable scope. And they proposed the

expectation-maximization (EM) algorithm, which excels in

handling evaluation indices, as well as fragmented, missing,

and unbalanced data, revised the relationship between the

forecast results and the newly released economic indices, and

measured the contribution of each index to the forecast.

Bexten et al. [19] established a Markov regime switching -

vector autoregressive model that can handle quarterly gross

domestic product (GDP) data of different frequencies, and

effectively identified the turning points in the macroeconomy

of the United States (US).

Third, macroeconomic growth rate is generally forecasted 

based on models or the synthetic index released by National 

Bureau of Economic Research (NBER) [20-22]. Udagawa et 

al. [23] combined static Probit model and Monte-Carlo (MC) 

simulation to analyze the long- and short-term spreads, and 

forecasted the turning point of US economic recession. Shapot, 

and Shapot [24] presented an unconstrained vector 

autoregressive model, which overcomes the large forecast 

errors of large macroeconomic models induced by the lack of 

empirical evidences and theoretical supports.  

With strong self-learning ability and self-adaptability, 

artificial neural network (ANN) has obvious advantages over 

traditional nonlinear economic forecast methods. To realize 

intelligent and efficient macroeconomic forecast, this paper 

puts forward a macroeconomic forecast model based on 

improved long short-term memory (LSTM) neural network. 
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Firstly, an evaluation index system (EIS) was built up for 

macroeconomy, and the correlation between indices was 

measured by Spearman correlation coefficient. In addition, the 

index data were preprocessed by interpolating the missing 

items and converting low-frequency series into high-

frequency series. Based on the processed data, the authors 

established the corresponding mixed frequency dataset and 

state space model. After that, the LSTM neutral network was 

optimized by the Kalman filter or macroeconomic forecast, 

and proved effective through experiments. 

 

 

2. EIS CONSTRUCTION AND DATA 

PREPROCESSING 

 

Referring to China Macroeconomic Indicators, the scale 

and quality of China’s macroeconomy can be 

comprehensively measured in terms of industry, fixed asset 

investment, domestic commerce, total import and export, 

utilization of foreign capital, public finance, finance, securities, 

and prices. 

Figure 1 presents the curve of China’s macroeconomic 

leading index. Considering these metrics of macroeconomy, a 

scientific hierarchical EIS for macroeconomy was established 

in the principles of comprehensive, comparability and 

operability. The proposed EIS contains 9 primary indices and 

31 secondary indices. 

 

 
 

Figure 1. The curve of China’s macroeconomic leading 

index 

 

Layer 1 (goal): 

C={macrocosmic evaluation} 

Layer 2 (primary indices): 

C={C1, C2, C3, C4, C5, C6, C7, C8, C9}=industrial output, 

fixed asset investment, domestic commerce, total import and 

export, utilization of foreign capital, public finance, finance, 

securities, prices};  

Layer 3 (secondary indices): 

C1={C11, C12, C13, C14, C15, C16, C17}={value added of 

industrial enterprises above designated size, extractive 

industries, manufacturing, electricity, gas and water 

production and supply, state holding enterprises, joint-stock 

cooperative enterprises, enterprises funded by foreign 

investors or investors from Hong Kong, Macao, and Taiwan}; 

C2={C21, C22, C23}={fixed asset investment, state-owned 

investment, investment in real estate development};  

C3={C31, C32, C33, C34, C35}={total retail sales of consumer 

goods, urban employment rate, rural employment rate, retail 

income, food service income};  

C4={C41, C42}={export value, import value};  

C5={C51}={actual foreign direct investment};  

C6={C61, C62, C63}={fiscal revenue (excluding debt 

revenue), various taxes, fiscal expenditure (excluding debt 

expenditure)} 

C7={C71, C72, C73, C74, C75, C76}={currency and quasi-

currency (M2), currency (M1), cash flow (M0), deposit 

balance of financial institutions, household deposit, loan 

balance of financial institutions}; 

C8={C81, C82}={Shanghai Stock Exchange Composite 

Index, Shenzhen Stock Exchange Component Index} 

C9={C91, C92, C93, C94}={general consumer price index, 

retail price index of domestic products, retail price index of 

export products, retail price index of import products}. 

Considering the types of evaluation indices, the Spearman 

correlation coefficient, which reflects the dependence between 

the two evaluation datasets, was chosen to measure the 

correlation between the degree of linear correlation between 

the evaluation indices.  

Let Ci and Cj be two primary index datasets, both of which 

contain m index data. First, the index data in the two datasets 

were sorted in descending order separately, and replaced with 

the data with the corresponding rankings. The Spearman 

correlation coefficient between Ci and Cj can be calculated by: 
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where, Ui and Vi are the rankings of primary index data; U and 

�̅� are the means of the corresponding ranking data. In actual 

application, the Spearman correlation coefficient can be 

calculated based on the difference ei of each pair of index data 

in Ci and Cj in the corresponding ranking data: 
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Figure 2. The weight distribution of the index combination 
Note: IO is Industrial output; GCPI is General consumer price index; CQC is 
Currency and quasi-currency; CF is Cash flow; ER is Employment rate; DC 

is Domestic commerce; FR is Fiscal revenue; TI is Total import; TE is Total 

export; VIEDS is Value added of industrial enterprises above designated size; 
RPIP is Retail price indices of products; IRED is Investment in real estate 

development; FE is Fiscal expenditure; SECI is Stock exchange composite 

indices. 

 

The Spearman correlation coefficient obtained by formula 

(2) characterizes the directions of primary index datasets Ci 

and Cj. Suppose Ci is an independent macroeconomic 

evaluation index, and Cj is a dependent macroeconomic 

evaluation index. If the secondary index data under Ci increase, 

and if those under Cj also increase, then the Spearman 

correlation coefficient between the two datasets is positive; 

otherwise, the coefficient is negative. If the coefficient is 1, 
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then the two datasets have a completely monotonous 

correlation; if the coefficient is 0, then the two datasets have 

no correlation. Figure 2 shows the weight distribution of the 

index combination obtained through correlation analysis. 

The next is to analyze the Granger causality between the 

two primary index datasets Ci and Cj. During the prediction of 

Cj, Ci has an impact on the change law of Cj, if Cj can be 

predicted more effectively based on the historical information 

of Ci and Cj than based on the historical information of Cj alone. 

In this case, Ci is the Granger cause of Cj. The flow of the 

Granger causality test under this condition is explained in 

Figure 3. 

 

 
 

Figure 3. The flow of Granger causality test 

 

The missing items in macroeconomic index data are usually 

interpolated or deleted. Here, the missing items in secondary 

index data are complemented through cubic spline 

interpolation. Let {Cij1,Cij2,…,Cijp} be the data of secondary 

index dataset Cij. Depending on the actual situation, an 

independent variable time series A={a1,a2,…,ap} was added to 

dataset Cij. Taking data in A as boundaries, dataset Cij was split 

into p-1 intervals. Then, the cubic spline interpolation function 

must meet the following conditions: 

(1) The function is continuous at the boundary of adjacent 

intervals, passing through every data in the time series: 

 

( )k k ijkSpline a C=   (3) 

 

1 1( )k k ij kSpline a C+ += （ ）  (4) 

 

(2) The curves of the first- and second-order partial 

derivatives of the function are smooth and continuous in each 

interval [ak, ak+1]: 
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1 1 1( ) ( )k k k kSpline a Spline a+ + +
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The cubic polynomial corresponding to each interval can be 

expressed as: 
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where, b1k, b2k, b3k, and b4k contain a total of 4 (p-1) unknown 

polynomial coefficients. 

(3) The function needs to meet the natural boundary 

conditions, i.e., the second-order derivatives are zero at the left 

and right ends of the time series: 

 

1( ) ( ) 0mSpline a Spline a = =   (8) 

The function also needs to meet fixed boundary conditions, 

i.e. the second-order derivatives c1 and c2 at the left and right 

ends of the time series are fixed constant values:  

 

1 1( )Spline a c =   (9) 

 

2( )mSpline a c =   (10) 

 

By selecting a boundary condition and solving the 4 (p-1) 

equations, all unknown polynomial coefficients could be 

obtained, and the cubic spline interpolation function could be 

determined for each interval. Then, the interpolation results 

can be obtained by substituting the independent variable value 

that corresponds to each missing item of the index data was 

substituted to the corresponding expression. 

In this paper, the LSTM neural network is improved to 

forecast the macroeconomy. The network was trained entirely 

by time series data. Considering the time scale difference 

between time series data of the evaluation indices, this paper 

adopts the Denton method to convert the low-frequency index 

data to high-frequency format. Let H be the high-frequency 

series converted from a low-frequency series 

Lij={Lij1,Lij2,…,Lijp} of secondary indices for macroeconomy, 

and H' be another high-frequency series with a similar growth 

rate and the same number n of index data as H. The Denton 

method needs to satisfy the following constraint: 
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where, t is the time point of low-frequency series; sk and ek are 

the starting and end points of a time interval in high- and low-

frequency time series, respectively. The value of constant c 

must be selected based on the type of data Hl in high-frequency 

time series H. The minimum penalty function can be expressed 

by: 
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3. MIXED FREQUENCY DATASET AND STATE 

SPACE MODEL 

 

Figure 4 presents the sketch map of the macroeconomic 

forecast model. Since the data of different indices vary with 

statical frequency, this paper prepares a mixed frequency 

dataset based on the monthly and quarterly data on 

macroeconomy after frequency transform.  

Let {Oqua, t}be the observation series of quarterly indices; 

{Omon, t} be the observation series of monthly indices; {Rqua, 

t}be the potential monthly random series of quarterly indices. 

Then, the quarterly index data can be obtained by superposing 

the monthly index data: 

 

1 2qua,t qua,t qua,t qua,tO R R R− −= + +   (13) 

 

Formula (13) can be optimized by replacing the arithmetic 

mean with the geometric mean: 

 

3
, 1 23qua t qua,t qua,t qua,tO R R R− −=     (14) 
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Figure 4. The macroeconomic forecast model 

 

Taking the logarithm of formula (14): 

 

( )-1 -2

1
3

3
qua,t qua,t qua,t qua,tInO In InR InR InR= + + +   (15) 

 

Then, a 12-order difference year-on-year data model can be 

constructed as: 

 

( )-12 -12 -1 -13 -2 -14

1

3
qua,t qua,t qua,t qua,t qua,t qua,t qua,t qua,t

InO InO InR InR InR InR InR InR− = − + − + −  (16) 

 

The year-on-year growth rate of quarterly indices can be 

approximated as ΔOqua, t=InOqua, t -InOqua, t-12, and its potential 

monthly year-on-year growth rate as ΔRqua, t=InRqua, t -InRqua, t-

12. Then, formula (16) can be rewritten as: 

 

1 2

1 1 1

3 3 3
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− −=  +  +    (17) 

 

From the above analysis, compared with quarterly indices, 

{ΔRqua,t} is the year-on-year growth rate series of 

unobservable potential monthly indices; {O*
qua,t} is the year-

on-year growth rate series of observable quarterly indices. 

For accurate forecast and evaluation of China’s 

macroeconomic conditions, it is necessary to fully utilize the 

high-frequency monthly index data. Hence, a state space 

model was created based on the mixed frequency dataset. 

Suppose N endogenous index data contain Nmon monthly 

indices and Nqua quarterly indices. The index series {Rt} of 

potential states can be expressed as a d-dimensional 

autoregressive vector: 

 

1 1 ...t t d t dR R R  − −= + + +   (18) 

 

where, Rt=[Rmon,t
T,Rqua,t

T]T; Rmon,t is an Nmon×1-dimensional 

matrix of the potential monthly year-on-year growth rate series 

of quarter t; Rqua,t is an Nqua×1-dimensional matrix of the 

potential monthly year-on-year growth rate series of month t. 

Then, the state equation of the state space model can be 

expressed as: 

1 1( ) ( )t tD K D K −= +   (19) 

 

where, Dt=[Rt
T,...,Rt-d+1

T]T; τ=[τ1,…,τd,τ]’. The first N rows of 

K1(τ), and K(τ) were used to generate the d-dimensional 

autoregressive vector (18), and the other rows were used to 

generate Rqua,t. Whereas the index data of different months are 

collected at different time: 

 

, , , ,mon t mon t mon t mon t monD tO W R W D= =    (20) 

 

where, Wmon,t is the weight coefficient matrix of the monthly 

index data obtained in quarter t. Then, Rmon,t was represented 

by ΨmonDDt, where ΨmonD is the weight coefficient matrix of 

the state equation. The Oqua,t was observed once every three 

months. If t is the last month of each quarter, Wqua,t is a unit 

matrix, and the matrices of the other months are empty: 
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Through the above analysis, the measurement equation of 

the state space model can be expressed as:  

 

,t t D tO W D=    (22) 

 

 

4. IMPROVED LSTM FOR MACROECONOMIC 

FORECAST 

 

The LSTM is a special recurrent neural network (RNN) to 

process inputs of data series. In the traditional LSTM, the 

hidden layer cannot handle relatively long time series. To 

solve the problem, a unit state module was added to the LSTM 

for macroeconomic forecast to store the long-term states of the 

index data time series, such that the laws of the initial elements 

in the time series can be passed to the latter elements. 

The proposed LSTM neural network was developed under 

the Keras deep learning framework with a TensorFlow 
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backend. Keras is a python deep learning library with good 

ability of encapsulation. In addition to modeling, training, and 

learning, Keras can cooperates with the backend engine in 

implementing the underlying operations of deep learning (e.g. 

tensor calculations). 

 

 
 

Figure 5. The internal structure of LSTM neural network 

 

The internal structure of LSTM neural network is shown in 

Figure 5. At time t, the LSTM neuron receives the input It of 

the neural network at time t, the output Ot−1 of the neuron at 

time t−1, and the unit state St−1 of the memory series at time 

t−1, and emits the output Ot of the neuron at time t, and the 

unit state St of the updated series at time t.  

The neuron state is controlled by three gates: input gate, 

forget gate, and output gate. The input gate receives state input 

and judges how much information needs to be passed to the 

long-term state; the forget gate judges whether to discard the 

long-term state; the output gate judges whether to output the 

updated long-term state. The calculation rule of all the gates 

can be described as: 

 

( ) ( )f x sigmoid W I =  +   (23) 

 

where, W is the weight coefficient of a gate; I is the input data 

series; b is the bias. If the output of a gate is 0, then the gate is 

closed; If the output is 1, then the gate is open. Let Wf be the 

weight matrix of the forget gate during forward calculation. 

Then, the forget vector can be computed by: 

 

 ( )1t f t t ff sigmoid W O ,I −=  +   (24) 

 

where, [Ot−1, It] is the input-output vector of the neuron; ԑf is 

the bias of the forget gate. Let Wi be the weight matrix of the 

input gate. Then, the input vector can be computed by:  

 

 ( )1t i t t ih sigmoid W O ,I −=  +   (25) 

 

where, ԑi is the bias of the input gate. Let WS be the weight 

matrix of the unit state. Then, the unit state vector can be 

computed by: 

 

 ( )1tanht S t t SS W O ,I 

−=  +   (26) 

 

1t t t t tS f S h S 

−=  +    (27) 

 

where, S*
t is the input unit state of Ot−1 and It passing through 

the input gate; ԑS is the bias of unit state; ◦ is the multiplication 

between all vectors by the sequence of the corresponding 

elements. Let Wo be the weight matrix of the output gate. Then, 

the output vector can be computed by: 

 

 ( )1t o t t oy sigmoid W O ,I −=  +   (28) 

 

where, ԑo is the bias of the output gate. Through the above 

analysis, the final output of the neuron in the LSTM neural 

network can be obtained by:  

 

( )tanht t tO y S=    (29) 

 

The error of the neuron, i.e., the mean squared error (MSE) 

can be obtained by: 

 

( )
21

MSE Y Y
N

= −   (30) 

 

where, y* and y are the forecasted result of LSTM neural 

network, and the actual evaluation result, respectively. 

Based on the state space equation and LSTM neural network, 

the macroeconomic forecast model was optimized by 

weighted fusion Kalman filter, aiming to obtain more accurate 

evaluation result. 

The state equation constructed in the previous section 

includes time-varying state evaluation index Dt, a matrix K of 

the linear relationship between indices, and process noise φt. 

Without considering the error, it is easy to forecast Ot+1 based 

on Dt. In fact, the forecasted Ot deviates from the actual Ot+1 

by an error Δe, which can be used to correct the forecasted Ot. 

Since the predicted Ot encompasses KOt and gain ΔK, the state 

equation of the model can be corrected by: 

 

1 1 1t t t tD K D K K− − −= + +   (31) 

 

To sum up, the LSTM neural network was combined with 

Kalman filter to forecast the macroeconomy. The Kalman 

filter mainly eliminates the outliers from the macroeconomic 

data, while the LSTM neural network is trained by the fitted 

time series data. In this way, the one-step forecast of 

macroeconomic indices was converted into a supervised 

learning problem by ANN. 

 

 

5. EXPERIMENTS AND RESULTS ANALYSIS 

 

This paper performs a Spearman’s rank correlation test on 

the correlations between the selected evaluation indices for 

macroeconomy. Figure 6 presents the linear correlations 

between the indices. It can be seen that the correlations 

between the indices are demand-oriented. Starting from the 

supply side, the commodity market is considered in the 

dimensions of investment, consumption, and net export 

demand; the money market is considered in the dimensions of 

supplies of money and credit, supply, and interest rates. In 

addition, special consideration is given to resident income, 

employment rate, state-owned investment, and taxes. 

Currently, China’s economy is highly resilient, and highly 

independent of the international economic environment. 

Therefore, the proposed model provides a benchmark for 

macroeconomic research. 
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Figure 6. The linear correlations between evaluation indices 

 

  
(a) 2018 (b) 2019 

 

Figure 7. The macroeconomic evaluation results at different step lengths 

 

  
(a) 2018 (b) 2019 

 

Figure 8. The macroeconomic forecasts of different models  

(Note: PSO and GA are short for particle swarm optimization and genetic algorithm, respectively.) 
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The macroeconomies in 2018 and 2019 were forecasted by 

the LSTM neural network at different step lengths. As shown 

in Figure 7, under different step lengths, the training error of 

the LSTM on different evaluation indices did not fluctuate 

significantly, but the number of recurrent layers in the network 

and the length of iterative cycle both increased with the step 

length. 

To verify the effectiveness and accuracy of our method in 

macroeconomic forecast, the authors attempted to recover the 

macroeconomic situation from the forecasted results. Figure 8 

sort outs the true values and forecasted values by our method, 

the traditional grey model, the PSO model, and the GA model, 

for the 24 months in 2018 and 2019. It can be seen that our 

method achieved much higher forecast accuracy than the other 

methods. 

Table 1 sums up the absolute errors, mean errors, optimal 

rates, and standard deviations of the four methods in 

macroeconomic forecast from 2008 to 2019. It can be seen that 

our method had an obvious advantage over the other methods 

in absolute error, mean error, optimal rate, and standard 

deviation. The results show that our method can achieve the 

highest forecast accuracy and output the most stable results. 

 

Table 1. The absolute errors of macroeconomic forecasts by 

different methods 

 

Year 
Traditional 

grey model 

PSO 

model 

GA 

model 

Our 

model 

2008 0.0154 0.0128 0.0134 0.0107 

2009 0.0289 0.0243 0.0232 0.0211 

2010 0.0204 0.0187 0.0149 0.0121 

2011 0.0242 0.0197 0.0181 0.0163 

2012 0.0235 0.0223 0.0219 0.0196 

2013 0.0563 0.0542 0.0521 0.0497 

2014 0.0775 0.0698 0.0612 0.0435 

2015 0.1098 0.0974 0.0865 0.0785 

2016 0.1149 0.1026 0.0976 0.0890 

2017 0.1096 0.0998 0.0835 0.0769 

2018 0.1285 0.1235 0.1176 0.1034 

2019 0.1387 0.1242 0.1175 0.1052 

Mean error 0.0771 0.0699 0.0643 0.0570 

Optimal rate 0.25 0.58 0.64 0.85 

Standard deviation 0.0421 0.0398 0.0356 0.0298 

 

 

6. CONCLUSIONS 

 

This paper improves the LSTM neural network for 

macroeconomic forecast. Firstly, the authors established an 

EIS for macroeconomic forecast, measured the correlations 

between the indices with Spearman correlation coefficient, 

and preprocessed the index data by interpolating the missing 

items and converting low-frequency series into high-

frequency series. Next, the degrees of linear correlations 

among the indices were plotted into a sketch map, laying the 

basis for further research into macroeconomy. 

Based on the preprocessed index data, the corresponding 

mixed frequency dataset was constructed, as well as the state 

space model. After that, the LSTM neural network was 

optimized by Kalman filter, creating a suitable ANN model for 

macroeconomic forecast. Experimental results show that the 

training error of the LSTM on different evaluation indices did 

not fluctuate significantly, verifying the effectiveness of the 

network in macroeconomic forecast. In addition, the 

advantages of our method over the other models were 

demonstrated through the data restoration from the forecasted 

results on 24 months. 
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