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 The capability of predicting malnutrition kids is highly beneficial to take remedial actions 

on kids who are under 5 year’s age. In this article, Kid’s malnutrition predictive model is 

created and tested with our own collected dataset. We find the issues of kids malnutrition 

by the use of Machine Learning (ML) models. From ML-models, a multi-layer perceptron 

is used to classify the data neatly. Optimizing technique stochastic gradient descent (SGD) 

and Multilayer Perceptron (MLP) classifier methods are integrated to classify the data more 

effectively. To select the best features, from the feature selection (FS) technique filter-based 

method used. After selecting the best features, selected features are pass to the classifier 

model then the model will classify the data. Results with the MLP-SGD classifier were 

good than the other classifiers but after feature selection, the performance of the model was 

increased more. It will help in improving the analysis of malnutrition kid’s data. The sample 

data are collected from parents who are having kids less than five years of age at Repalle 

town, Andhra Pradesh, India. 
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1. INTRODUCTION 

 

Nowadays, most of the kids under the age of five in rural 

areas are mainly suffering from malnutrition and it was a 

significant general medical issue in India [1]. In addition to 

that, the lack of healthy sustenance issue in India is highly 

concentrated on a generally modest number of states, local, 

and towns that represents an enormous portion of the 

unhealthiness trouble. In 2016, it was estimated that about 155 

million children who are under the age of 5 were suffering 

from stunting and over 41 million children were recorded to 

be overweight or obese. Malnutrition in all its forms includes 

under-nutrition (wasting, stunting, and underweight), 

inadequate vitamins or minerals, overweight, obesity, and 

resulting diet-related no communicable diseases [2].  

The malnutrition deficiency among the children who reside 

in the slum areas of Mumbai by using Logistic Regression 

(LR) and reported that lack of financial crisis in the family 

leads to having under nutrition to those children [3-5]. Earlier 

studies are performed by the American Alliance for Health, 

Physical Education, and Recreation & Dance (AAHPERD) 

test through the Descriptive-correlation method to analyze the 

correlation between the heights and weights among 9-18 years 

children's in Iran concerning malnutrition [6]. The proposed 

Boosting Additive Quantile Regression (BAQR) method was 

used to determine the risk factor of severe childhood 

malnutrition of children in India based on demographic and 

health surveys for the year 2005-2006. A recent article [7] 

analyzed that disease burden attributable to maternal and child 

malnutrition, this literature took the data from 1990 to 2017 in 

every state of India utilizing total availability data from more 

than one source. Mohammad Mohseni [8, 9] and the team 

analyzed present policies of malnutrition prevention in kids 

less than framework policy study was conducted to analyze the 

policies of malnutrition. One of the recent articles [10] shown 

the impact of COVID-19 on kids' malnutrition and mortality 

nutrition-related. In Saharan Africa and South Asia before the 

COVID-19 pandemic, an estimated 47 million children less 

than 5 years were normally or severely diseased. 

From the whole literature study, we can understand that 

only analysis and some correlations are found but this article 

created a malnutrition predictive model. The capability to 

predict the kid's malnutrition is highly beneficial to take 

remedial actions in the present context of kids' malnutrition in 

the form of recommending healthy food to children and their 

parents physically [11, 12].  

The upcoming portions are arranged as follows section 2 

contains Data and its visualization, section 3 is about our 

proposed model, section 4 describes the result analysis of the 

proposed model, and finally, section 5 contains the conclusion. 

 

 

2. DATA  

 

For the year 2019, to measure the malnutrition ratio among 

the children's health conditions from Repalle town, Andhra 

Pradesh, India s conducted based on some set of queries posted 

to the parents who have kids less than five years of age [13]. 

This study design out one-year data of Malnutrition children 

among the age group of (0-5) years. The total data set size is 

2956 records with 12 parameters and 3 class labels named as 

Low/Normal/High as shown in Table 1. 

In this article from the dataset, parameter values 

consideration as follows, children age considered as years with 

months, children's gender values are considered as 0 (male), 

and 1 (female). Children and children's’ parents’ height, 

weight, are considered as Low (0) / Normal (1) / High (2), 

children's’ parents’ overall health status is considered as good 

(1) or bad (0), and children parents marriage relation 

consanguineous is considered as yes (1) / no (0) finally 
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children's’ overall health status values (Low/Normal/High) are 

considered as class labels [14, 15]. 

 

Table 1. Parameters and its values 

 
Parameters and its values represented in the data set 

Children Age                                               (Years with months) 

Children Gender                                              (male/Female) 

Children Height                                          (Low/Normal/High) 

Children Weight                                         (Low/Normal/High) 

Children Mother Height                             (Low/Normal/High) 

Children Mother Weight                             (Low/Normal/High) 

Children Mother Overall Health Status      (good or bad) 

Children Father Height                                (Low/Normal/High) 

Children Father Weight                               (Low/Normal/High) 

Children Father Overall Health Status        (good or bad) 

Marriage relation Consanguineous              (yes or no) 

Children Overall Health status                    (Low/Normal/High) 

 

2.1 Data visualization 

 

The graphical representation of data format leads to 

understanding the complex data in a simple way. Kid’s data 

were collected from Repalle town is categorized into three 

categories.   

• Category 1 = 0 to 2 years (0 to 24 months) 

• Category 2 = 2.1 to 4 years (25 to 48 months)  

• Category 3 = 4.1 to 5 years (49 to 60 months) 

 

Figure 1. 0 to 2 years age of children malnutrition analysis 

according to weight, height, age 

 
 

Figure 2. 2.1 to 4 years age of children malnutrition analysis 

according to weight, height, age 

 
Figure 3. 4.1 to 5 years age of children malnutrition analysis 

according to weight, height, age 

 

Data visualization mainly focused on the analysis of 

malnutrition in 3 parameters such as weight with age, weight 

with height, and age with height. From the considered 

parameters, it is easy to monitor whether the kids had reached 

the actual height according to their age and their weight in the 

respective categories. The analysis of children's malnutrition 

based on 3 parameters: weight with age, weight with height, 

and height with age. The number of children belongs to each 

category such as 0 to 2 years, 2.1 to 4 years, and 4.1 to 5 years 

are shown in Figures 1-3 respectively. These parameters are 

measured with low (underweight), normal (correct weight), 

and high (more weight). 

 

 

3. PROPOSED METHODOLOGY 

 

The overall process involved in the proposed model is 

shown in Figure 4. It operates at various stages namely; raw 

data, pre-processing, and normalization that used to reduce the 

attribute values to a small range [0.0 to 1.0], FS is used for 

selecting the best features with higher ranks using filter-based 

methods. MLP with SGD classifier techniques is used for 

removing the misclassified instances after pre-processing and 

normalizing the data. Once the classification process is done, 

a set of experiments will be carried out to measure the results 

of the developed model. Accuracy made by the proposed 

model is higher than the existing traditional classifiers namely; 

Naïve Bayes (NB), Support Vector Machine (SVM), and 

Decision Tree (DT). 

 

3.1 Pre-processing 

 

Before applying the algorithms of ML on the data set, the 

pre-processing of data is required [9]. It contains the cleaning 

of data, best feature selection, the transformation of data [10]. 

 

3.2 Feature selection 

 

In the pre-processing section, selecting the features is the 

primary task. An information gain selection algorithm is 

applied to evaluate the feature rank filter method. Every 

feature will get rank according to features influence on the 

classification of data during the selection of best features are 

shown in Figure 5. the reason for choosing filter-based 
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methods compared to other methods in feature selection is, 

selection of feature in filter-based method technique based on 

scores in various statistical tests for their correlation with the 

outcome variable and it is computationally very simple and 

flexible but other methods are computationally very expansive. 

Here top 8 rank features are selected as the best features such 

as children's age, weight, height, children's parents (mother 

and father) weight and height, the overall health of children 

mother these features are playing a key role in building an 

effective prediction model for kids malnutrition. Marriage 

Consanguineous, the overall health of father and kids gender 

position to the last 3 ranks. 
 

 
 

Figure 4. Proposed model for predicting the malnutrition 

kids 
 

 
 

Figure 5. Evaluation of feature selection using filter-based 

3.3 Multi-layer perceptron with stochastic gradient 

descent  
 

MLP with one hidden layer called a discriminant nonlinear 

function shown in Eq. (1).  

 

𝑦 = 𝑓𝜃(𝑥) = 𝜎(𝑏 + 𝐵. 𝜎(𝐴 + 𝐴. 𝑥)) (1) 

 

where, A, B are two matrices, θ denote two vectors a, b, and 

vector element-wise sigmoid function is σ (...). 

Reducing the few main functions including y, these 

attributes are optimized always through SGD and real 

classification data. C(θ) is the objective function. There is 

more effort to effectively carry out SGD optimization. 

Commonly, function 𝑓𝜃  comprises numerous local minima.  

By training the small Neural Network (NN), local minima are 

observed frequently over issues such as parity, spiral, and 

XOR. More effort is exhausted during training irrespective of 

such local minima. Due to the 𝑓𝜃 symmetry additionally single 

local minimum offers higher local minima within the 

parameter vector. At various scales, C(θ) might comprise 

minimal hierarchy generally. During NN training, many 

schemes are gained through these assumptions. At smaller 

scales, momentum is subjected to mold out the local minima 

and the schedules of learning rate are probably ready at various 

scales as same as simulated annealing. In weighted space, the 

MLPs convergence observation and the various weight 

settings offer an equal output. Besides, it is composite to 

discover the MLP in high dimensional weight space. For 

various starting points, C(θ) is the optimization tracing. It 

employs a {𝜉1, … 𝜉𝑁} as sample test set collection despite θ 

parameters comparing and estimating the respective vector as 

shown in Eq. (2). 

 

𝜏(𝜃) = (𝑓𝜃(𝜉1), … , 𝑓𝜃(𝜉𝑁)) (2) 

 

It is needed for 𝜏 (𝜃)  ≈ 𝜏 (𝜃′) for θ and 𝜃′ as two weight 

vectors. In the NN-SGD optimization method, when the 

standard view is correct that is below predictions might be 

given as true where there exist many local minima. SGD will 

pursue an applied learning rate till the learning rate becomes 

large and the search moves over an arbitrary walk around the 

local minimum. θ parameter space must be separated from the 

areas for an applied learning rate i.e. everyone belongs to basin 

over a local minimum respective towards the learning rate. 

Defining the SGD in the proposed work is to tackle the 

problem of massive data classification over MLP. With 

examples 𝑆 = {(𝑥𝑖 , 𝑦𝑖), 𝑖 = 1, … , 𝑁}, assume the problem of 

binary classification, wherever d-dimensional input vector in 

the form of sample 𝑥𝑖 ∈ 𝑅𝑑  and the label is denoted 

through 𝑦𝑖 ∈ {+1, −1}. MLP classifier training is represented 

in Eq. (3). 

 

𝑓(𝑥) = 𝑠𝑔𝑛(𝑤𝑇𝑥) (3) 

 

By employing S, with every input, weights vector w is 

linked that is formed as in Eq. (4) optimization problem 

solving 

 

min 𝑝𝑡(𝑤) =
𝜆

2
‖𝑤‖2 + 𝑙(𝑤; (𝑥𝑡 , 𝑦𝑡)), (4) 

 

where, hinge loss function is denoted by 𝑙(𝑤; (𝑥𝑡 , 𝑦𝑡)) =

max (0,1 − 𝑦𝑡𝑤𝑇𝑥𝑡)  and the regularization parameter is 

633



 

denoted through 𝜆 ≥ 0  that is employed to the complexity 

control model. Iteratively, the SGD works. It begins with 

primary model weight assume 𝑤1  and present weight 

𝑤𝑡 . Updation is done at tth round as shown in Eq. (5) and (6).  

 

𝑤𝑡+1 = 𝑤𝑡 − 𝜂𝑡∇𝑡𝑝𝑡(𝑤𝑡)(1 − 𝜂𝑡𝜆)𝑤𝑡 + 𝜂𝑡1[𝑦𝑡〈𝑤𝑡,〉 (5) 

 

1[𝑦𝑡〈𝑤𝑡 , 𝑥𝑡〉 < ∅] {
1, 𝑖𝑓𝑦𝑡〈𝑤𝑡 , 𝑥𝑡〉

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (6) 

 

If the threshold value is less than 0.5 then it treats as 0 and 

if it is greater than it is 1. It will iterate the steps until the model 

fit to the respective data set. The indicator function denotes the 

value when the argument is true and over example (x, y)), the 

non-zero loss is gained or zero. By employing 𝜂𝑡 = 1/(𝜆𝑡) in 

stepwise function and update it. The final output provides 

𝑤𝑡+1 iteration after the predetermination of T iterations.  

 

3.4 Validation 

 

In this paper, 10 fold cross-validation data is used to train 

the classifier models. Dataset is divided into 10 subparts of 

similar size by using a cross-validation method, for training 

nine subsets data and testing one subset of data. This 

methodology is executed 10 times on test samples to estimate 

the average error rate as a final result. The validation process 

starts when the classification model is trained. The validation 

method is the last phase to develop the predictive model. 

Testing the performance of the predictive model on real-time 

data is called validation 

 

 

4. ANALYSIS OF RESULTS 

 

To evaluate the proposed model for the prediction of kids’ 

malnutrition, the dataset is collected from a total of 2956 kid's 

parents. The number of instances collected is 2956, the total 

number of features contained in the dataset is 12, and the 

classes count included in the kid's malnutrition prediction is 3 

such as low, normal, high. The total percentage obtained 

through each category is 19%, 75%, 6% through the categories 

respectively based on the description of the dataset is provided 

in Table 2. 

 

Table 2. Data set description 

 
Data Set Description 

Description Overall Health status of kids 

No of Instances 2956 

No Of Features 12 

No of Class 3 

Percentage of Low samples 19% 

Percentage of Normal samples 75% 

Percentage of High samples 6% 

 

4.1 Measures for classifier performance evaluation 

 

The metrics such as accuracy, precision, recall, and F-

measure evaluation measures were used for evaluating the 

quality of classification. Measures are calculated using Figure 

6, and the classification confusion matrix equations for 

measures as shown in Table 3.  

 

 
 

Figure 6. Confusion matrix table 

 

Table 3. Equations for evaluation measures 

 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
 

F1-Measure = 
2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
 

 

4.2 Evaluation results before and after feature selection 

 

Table 4 infers that after feature selection classifiers the 

performance was increased by 10% more compared to before 

feature selection. The proposed model performance was 

increased 13% after applying feature selection methods, 8 

features that were selected as best features from the total of 11 

features as shown in Figure 5. The best features played a key 

role in building an effective predictive model of kids’ 

malnutrition, performance of model shown in Figure 8 before 

and after feature selection. 

 

4.3 Proposed model evaluation results 

 

In Table 5, all classifiers have shown a good performance 

when compared to existing models. MLP with SGD provided 

good performance during testing and validation of the 

malnutrition data process over the three classifiers NB, SVM, 

and DT. Better performance is more than 85% accuracy shown 

by DT than the other two classifiers is achieved from 44 new 

kids data. Form the new data, 37 data are correctly classified 

and the proposed model classified significantly 41 out of 44 

with an accuracy of 93.6%. The consistent of the proposed 

model is proved by the validation process evaluation. Figure 7 

and Figure 8 is showing the results in the form of visualization 

for a better understanding. 

 

 
 

Figure 7. Classifier results comparison before and after 

feature selection 
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Table 4. Classifier model results before and after feature selection 

 
Evaluation Measure Before Feature selection-(BFC) After Feature selection-(AFC) 

Classifiers Type NB SVM DT MLP - SGD NB SVM DT MLP - SGD 

Accuracy 65.8 70.3 75.5 78.6 75.8 83.7 87.8 91.2 

Recall 65.6 70.4 75.4 78.4 75.8 83.7 87.8 91.3 

Precision 65.5 70.3 75.6 78.5 76.4 85.2 88.4 91.1 

F-Measure 65.7 70.2 75.4 78.5 75.9 86.2 87.9 91.1 

 

Table 5. Comparison of different classifiers testing and validation results with the proposed model in terms of evaluation 

measure 

 
Evaluation Measure Testing Results Validation Results 

Classifiers Type NB SVM DT MLP -SGD NB SVM DT MLP-SGD 

Accuracy 75.8 83.7 87.8 91.2 85.9 87.8 89.8 93.6 

Recall 75.8 83.7 87.8 91.3 86 87.9 89.8 94.5 

Precision 76.4 85.2 88.4 91.1 84.7 88 88 92.8 

F-Measure 75.9 86.2 87.9 91.1 84.8 88.7 88.7 92.9 

 
 

Figure 8. Comparison of different classifiers testing and 

validation results with the proposed model in terms of 

evaluation measure 

 

 

5. CONCLUSION 

 

In this paper, a new ML-based classification model for 

assessing the kid's malnutrition is successfully developed and 

validated. The presented work operates at various stages 

namely preprocessing, normalization feature selection. MLP 

with SGD is used as a classifier. To evaluate the model build 

for the prediction of kids’ malnutrition, a dataset is collected 

from 2596 kid’s parents. The presented model achieves good 

accuracy, recall, and precision, in testing and validation results 

than the existing classifiers. Compare to testing, validation 

showed good performance with the maximum precision of 

92.8, recall of 94.5, the accuracy of 93.6, F-score of 92.9 

respectively. The simulation outcome exhibited that the MLP-

SGD model offers better results over the other classifiers. 

However, the usage of feature selection using filter-based 

methods takes the classifier results to the next level. The 

present work will be useful to improve the reduction of 

malnutrition deficiency among kids below the age of five. 
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