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The vector control (VC) method based on proportional-integral (PI) controllers of a doubly 

fed induction generator (DFIG) integrated in a counter rotating wind turbine (CRWT) 

system have many problems, such as low dynamic performances, coupling effect between 

the d-q axes and weak robustness against variation parametric. In order to resolve these 

problems, this research work proposes an adaptive backstepping sliding mode (ABSM) 

controller. The proposed control strategy consists in using dynamic-gains that ensures a 

better result than a conventional VC method. Stability of the proposed ABSM control 

approach has been proved by the Lyapunov method. Simulation results depicted in this 

research paper have confirmed the good usefulness and effectiveness of the proposed 

ABSM control. 
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1. INTRODUCTION

As depicted in Figure 1, the CRWT design contains of two 

rotors (main rotor and auxiliary rotor). According to the 

literature [1-3], the principal objective of this novel wind 

turbine (WT) is to increase the production of the electrical 

energy and the improvement of system yield. 

DFIG is the most popular employed for variable wind speed 

[4, 5]. Due to its various advantages, it is the most applied 

machines for WT systems. The network connected operation 

is possible through pulse width modulation (PWM) converters 

on the rotor side of the DFIG. Many strong points of the 

machine, which has made it the most applied, is that the 

semiconductor components are sized twenty to thirty percent 

of the global WT power. This is to ensure the stability of the 

electrical grid. 

The standard control method of network-attached DFIG are 

widely based on a vector control (VC) method with stator flux 

orientation [6, 7] or stator voltage orientation [8, 9]. In these 

methods of control, the PI regulators are used to regulate DFIG 

powers through adjusting components of rotor currents. The 

principal disadvantage of VC methods is that adjusting PI 

gains is cumbersome. Also, these PI regulators are sensitive to 

parameter variations of the machine. 

Backstepping strategy is a recursive design and systematic 

methodology for nonlinear system control, which can ensure 

the total tracking and regulation performance [10, 11]. The 

total system is subdivided into many subsystems. According 

to Lyapunov method, the candidate functions are chosen with 

variable states as pseudo control inputs. Each new pseudo 

control conception has been extracted on each backstepping 

step. When the stage terminates, the complete control input 

law can be extracted by the Lyapunov candidate function [12, 

13]. Further, sliding mode control (SMC) has been the subject 

of several research works, as this control method is insensitive 

to disturbances and parameter variations [14]. 

In this research article, an ABSM controller for stator power 

control of DFIG driven by CRWT system, which combines the 

advantages of the 2-control method, SMC and backstepping, 

is presented to achieve a better tracking performance. The used 

ABSM controller can ensure closed-loop stability. An 

adaptive law is employed in ABSM scheme to approximate 

uncertainties. 

This research article contains five parts as follows: in part 

two, the DFIG modeling is presented. In part three the VC 

method of the DFIG is depicted. The ABSM controller applied 

to the DFIG is developed in part 4. Finally, part five presents 

the obtained simulation results and its discussion.  

Figure 1. Configuration of a CRWT system 

2. THE DFIG MODEL

The DFIG Park model is generally used [15-22]. The 

following Eq. (1) show the global generator Park model:
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The mechanical equation is: 
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Here, Cem is the electromagnetic torque. 

The stator powers (Ps and Qs) delivered from the generator 

is given by: 
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In the objective to achieve the decoupled control (vector 

control) of the stator powers of generator, the stator flux vector 

will be oriented on the d-axis (Figure 2). Based on Eq. (1) and 

neglecting Rs we can write: 
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By using Eqns. (5), (6) and (7), Eq. (4) becomes: 
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The electromagnetic torque of Eq. (3) becomes: 
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Figure 2. Stator field oriented control 
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3. ABSM CONTROL DESIGN

In the objective to control the stator reactive and active 

powers of the generator, ABSM control is applied. This 

control strategy is robust, and its parameters are adapted to 

eliminate the effect of the perturbation with the unknown 

boundaries, also, non overestimate the gains. As well as, the 

objective of the corrector is that its adaptation allows reducing 

the gain with respect to disturbances and uncertainties. Then, 

the gain is reduced and the regulator spends less energy. Also, 

another big advantage is the considerable reduced effort of 

system identification. As a result, the information on 

disturbances bounds and uncertainties is not required. 

Using ABSM control strategy is very suitable because it has 

the desired performances, like robustness under uncertainties 

and decrease ripple effect. 

The main goal of the ABSM regulators is to control the 

stator reactive and active powers of the DFIG integrated in the 

CRWT system to its references (Figure 3). 

Step 1: the tracking error of active power is defined as: 

ss PPe −= *

1 (11) 

The Lyapunov function V(e1) is defined as: 
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Its derivative is given by: 
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According to Eq. (10), the derivative of the quadrature rotor 

current is replaced. Eq. (14) becomes: 
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By replacing Eq. (15) in Eq. (13), we obtain: 
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The ABSM control law of active power is given by: 
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By replacing Eq. (17) in Eq. (16), we obtain: 
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with α is a positive constant and k1 is a positive dynamic gain. 

 

Step 2: the tracking error of reactive power is defined as: 
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The Lyapunov function V(e1, e2 ) is defined as: 
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Its derivative is given by: 
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According to Eq. (10), the derivative of the direct rotor 

current is replaced. Eq. (22) becomes: 
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By replacing Eq. (23) in Eq. (21), we obtain: 
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The ABSM control law of reactive power is given by: 
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By replacing Eq. (25) in Eq. (24), we obtain: 
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with β is a positive constant and k2 is a positive dynamic gain. 

where, the adaptive gains of ABSM control, k1 and k2 are 

dynamics, given us: 
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where, ai > 0, bi > 0, ηi is the average value of the sign(ei) 

function (i = 1, 2).  

The dynamical ABSM control increases the gains in order 

to stabilize the system. Then, if the sliding mode is achieved, 

the control gains begin to decrease. 

 

 
 

Figure 3. Stator power control with ABSM controller of a CRWT system 
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4. SIMULATION RESULTS  

 

The proposed control (ABSM) depicted in section 3 was 

validated, using the MATLAB/Simulink software.  

The DFIG used in our work has the following parameters: 

nominal power: Pn=1.5 MW, stator voltage: Vs=398 V, rotor 

resistance: Rr=0.021 Ω, stator resistance: Rs=0.012 Ω, rotor 

self-inductance: Lr=0.0136 H, stator self-inductance 

Ls=0.0137 H, mutual inductance: M=0.0135 H, stator 

frequency: fs=50 Hz, nominal rotor speed: Ω = 150 rad/s, 

number of pole pairs: p = 2 [17].  

 

4.1 Reference tracking test (RTT) 

 

In this first test the DFIG rotor speed is equal at its nominal 

value (Ω = 150 rad/s). Figures 4-6 present obtained simulation 

results for the RTT. As illustrated in Figure 4, for the two 

powers control methods (PI and ABSM), the reactive and 

active powers of DFIG almost perfectly track their references. 

Nevertheless, the VC based on PI controller where the effect 

of coupling between the 2 axes is clear, we notice that the 

ABSM controller ensures the decoupling between them. 

Figure 5 illustrate the error curves for both stator power 

control methods (PI and ABSM) for RTT. It can be noticed 

that the important peak value occurred for PI controller 

(around to 20%). However, a significant reduction of this 

value can be observed when the proposed ABSM controller is 

applied. Also, an important peak can be noticed in time of 

changing stator power reference tracking for PI controller. 

Nevertheless, this peak value is minimized for the ABSM 

controller. 

The dynamic gain curves k1 and k2 of the ABSM control is 

depicted in Figure 6 for the RTT, we notice that this gains are 

online adapted for obtained the good reference tracking. 

 

 
 

Figure 4. Active and reactive power curves (RTT) 
 

 
 

Figure 5. Error curves (RTT) 
 

 
 

Figure 6. Adaptive gain curves (RTT) 

4.2 Robustness test (RT) 

 

In this second test, it is supposed that the rotor resistance 

(Rr) value is increased up to 100%. Also, the values of 

inductances Ls, Lr, M are decreased up to 50%. The DFIG is 

turning with constant speed (Ω = 150 rad/s). Obtained results 

for the RT are depicted in Figures 7-9. As shown in these 

figures, we noticed that on the reactive and active power 

curves, the generator parameter variations present a clear 

effect. This effect is more important for VC based on PI 

controller than for ABSM. Therefore, it can be concluded that 

the proposed stator power control with ABSM technique is 

more robust than the stator power control with PI regulator 

one. 

Figure 10 presents the time evolution of the adaptive gains 
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(k1 and k2) of ABSM technique for RT, we notice that this 

gains are online adapted for obtained the good robustness. 

Figures 11-12 illustrate the total harmonic distortion (THD) 

of the stator current of the DFIG for both stator power control 

methods (PI and ABSM) for RT. It can be noticed that the 

THD value is reduced for stator power ABSM controller (THD 

= 1.15%) compared to PI controller (THD = 2.20%). 
 

 

 
 

Figure 7. Active and reactive power curves (RT) 
 

 
 

Figure 8. Zoom in the active power (RT) 
 

 
 

Figure 9. Zoom in the reactive power (RT) 

 
 

Figure 10. Adaptive gain curves (RT) 
 

 
 

Figure 11. THD of one phase stator current for PI controller 

(RT) 
 

 
 

Figure 12. THD of one phase stator current for ABSM 

controller (RT) 
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5. CONCLUSION 

 

In this work, the ABSM control of a CRWT based DFIG 

connected to the grid by the stator and fed by the PWM 

converters by the rotor side has been proposed. Obtained 

results show a good quality performance of the proposed 

control (ABSM) compared to VC based on PI controller in 

terms of reduced coupling effect and shows an excellent 

robustness for variation parametric. Also, the simulation 

results illustrate a reduction of the THD value and the stator 

reactive and active power ripple for the ABSM controller 

compared to PI controller. Finally, it can be concluded that a 

control technique such as ABSM control can be a very 

effective solution for stator power control of DFIG driven by 

CRWT.  
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NOMENCLATURE 

ABSM Adaptive Backstepping Sliding Mode 

DFIG Doubly-Fed Induction Generator 

CRWT Counter Rotating Wind Turbine 

PI Proportional-Integral  

PWM Pulse Width Modulation 

RSC Rotor Side Converter 

RTT Reference Tracking Test 

RT Robustness Test 

SMC Sliding Mode Control 

SSC Stator Side Converter 

THD Total Harmonic Distortion 

VC Vector Control 

WT Wind Turbine  

d, q Synchronous d-q axis 

Rr , Rs Rotor and stator resistances 

Lr, Ls Rotor and stator self-inductances 

M Mutual inductance 

Vds, Vqs Direct and quadrature stator voltages 

Vdr, Vqr Direct and quadrature rotor voltages 

Ids, Iqs Direct and quadrature stator currents 

Idr, Iqr Direct and quadrature rotor currents 

ϕds, ϕqs Direct and quadrature stator flux 

ϕdr, ϕqr Direct and quadrature rotor flux 

Ps, Qs Active and reactive powers 

Ps
* Reference active power 

Qs
* Reference reactive power 

Cem Electromagnetic Torque 

Ω Mechanical rotor speed 

Cr Load Torque 

f Viscous friction coefficient 

J The inertia 

p Number of pole pairs 

k1, k2 Positive adaptive gains 

ωs Stator electrical pulsation 

ωr Rotor electrical pulsation 

ωm Mechanical pulsation 

α, β Positive constant gains 
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