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The traditional 3D visual motion amplitude tracking algorithms cannot acquire the 

complete contour features, not to mention the correction of wrong motions in sports 

training. To solve the problem, this paper designs a 3D visual image recognition method 

based on contourlet domain edge detection, and applies it to the recognition of athlete’s 

wrong motions in sports training. Firstly, the visual reconstruction and feature analysis of 

human motions were carried out, and the edge detection features were extracted by edge 

detection algorithm. Then, a 3D visual motion amplitude tracking method was proposed 

based on improved inverse kinematics. The simulation results show that the proposed 

algorithm can effectively realize the recognition of 3D visual images of athlete motions, 

and improve the correction and judgment ability of athlete motions. 

Keywords: 

human motion, image recognition, contourlet 

domain, edge detection, 3D image 

1. INTRODUCTION

The effectiveness of sports training hinges on the accurate 

recognition and correction of the athlete’s motions during the 

exercise. Thanks to the rapid development of computer vision, 

it is now possible to set up a kinematics model of the body and 

recognize the 3D visual images of the athlete based on 

computer-aided feature analysis and image processing. This 

calls for the application of computer vision techniques in 

motion recognition and correction in sports training. 

Motion tracking has become a hotspot in computer 

simulation on sports training [1-3]. The relevant studies 

mainly tackle sports with a large motion amplitude, such as 

boxing, table tennis and skiing [4-6]. The motion tracking 

system greatly facilitates athlete training. For instance, the 

athlete can watch the replay on their motions from multiple 

angles, and identify the differences from the standard motions. 

However, there are still many difficulties in tracking the 

motion amplitude in 3D visual images of the athlete. One key 

difficulty lies in the calibration of the feature points of the 

motion amplitude (hereinafter referred to as the amplitude 

feature points). This problem can be solved by the “optimized 

tracking method for 3D visual motion amplitude”, which 

firstly acquires the time series model of the 3D visual motion 

amplitude, calculates the probability that the motion amplitude 

falls outside the optimized area, and then realizes the tracking 

of 3D visual motion amplitude. 

Edge detection is a fundamental problem in image 

processing and computer vision. The 3D visual images of 

athletes are traditionally recognized by edge detection 

algorithms, which capture the significant changes of 

brightness in the images and improve the amplitude features. 

Nonetheless, these algorithms cannot achieve efficient and 

accurate recognition [7, 8]. 

To overcome the defects of edge detection algorithms, this 

paper proposes a 3D visual image recognition method based 

on contourlet domain edge detection, and applies it in the 

recognition of the wrong motions of athletes. Firstly, the 

author carried out the visual reconstruction and feature 

analysis of human motions. Next, the proposed algorithm was 

employed to extract the contour features of the edge, and 

enhance the 3D visual image recognition of wrong motions. 

Finally, the recognition performance of our algorithm was 

verified through simulation. 

Many 3D visual image recognition algorithms have been 

improved to capture the motions of athletes. For instance, 

Dirami et al. [9] designed a centralized 3D visual image 

recognition method for athlete motions. Sun and Bin [10] 

introduced the neural network to enhance the 3D visual image 

detection of athlete motions. Jiang et al. [11] developed a 3D 

visual image recognition method for athlete motions based on 

visual dictionary. Zhang et al. [12] created a knowledge-based 

neural network framework for learning of 3D visual images on 

athlete motions. Based on zero-crossing, Pae and Ponce [13] 

located the edge against the zero-crossing point of the second 

derivative obtained from the image, and then classified and 

screened the images on athlete motions, thus enhancing feature 

extraction and motion recognition. 

Barris and Button [14] introduced visual attention to the 

tracking of 3D visual motion amplitude in sports training, and 

captured the amplitude after extracting the significant features. 

Using the Jacobian matrix, Fang et al. [15] identified the 

position error between the visual motion and the motion 

amplitude in the images, eliminated the error by computing the 

desired motion, and realized the tracking of 3D visual motion 

amplitude in sports training. However, Barris’ method cannot 

handle the discontinuities between monocular sequences in the 

image, and may lead to huge tacking errors. Based on 

binocular vision, Chen and Yu [16] put forward a 3D visual 

motion amplitude tracking method for sports, which firstly 

computes the 3D coordinates of the calibration points in the 

space of motion amplitude, then calculates the 3D coordinate 

variation of the feature point, and thus completes the motion 

amplitude tracking. 

The above recognition methods for motion images are faced 

with two common problems: the high probability of 

Journal Européen des Systèmes Automatisés 
Vol. 53, No. 5, October, 2020, pp. 733-738 

Journal homepage: http://iieta.org/journals/jesa 

733

https://crossmark.crossref.org/dialog/?doi=10.18280/jesa.530516&domain=pdf


overlooking or misjudging human motion images, and the 

inability to identify the wrong motions of athletes. 

2. RESEARCH METHODS

During the 3D visual image recognition for athlete motions, 

the eigenvectors of the athlete should be extracted from the 

images, and subjected to normalization and dimensionality 

reduction. On this basis, a 3D visual image recognition model 

needs to be established to classify and recognize these images. 

The specific implementation process is as follows: 

First, the optimal classification and recognition function of 

the motion images can be defined as: 
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where, sgn is a symbolic function; 𝑐∗ = (𝑐1
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∗ )  is a

Lagrange multiplier; 𝑎∗  is a classification and recognition

threshold. 

Next, a 3D visual image recognition model can be set up to 

complete the recognition of athlete motions: 
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where, K is kernel function. 

Before applying the model in image recognition, the 

stepwise discriminant analysis should be performed to 

measure the contribution of each characteristic variables. The 

most important variables should be selected for recognition, 

aiming to optimize the recognition rate. 

In sports training, the 3D visual motion amplitude tracking 

is implemented in the following procedure: locating the 

extreme points in the amplitude space, acquiring the direction 

of each amplitude feature point, computing the eigenvector of 

each feature point, deriving the mapping in the plane of the 

two cameras, and completing the amplitude tracking. The 

specific implementation process is as follows: 

First, the extreme points in the amplitude space can be 

identified as: 
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where, 𝐺(𝑥, 𝑦, 𝜎) is the space-variable Gaussian function of 

the motion amplitude; (𝑥, 𝑦)  are the coordinates of the 

amplitude space; σ is the amplitude coefficient; 𝐼(𝑥, 𝑦) are the 

initial coordinates of the image; 𝐿(𝑥, 𝑦, 𝜎) are the coordinates 

of the convoluted image. 

The extreme points of the 3D visual motion amplitude can 

be located as: 
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where, 𝑈𝑎,𝑏  is the Euclidean distance between amplitude

feature points a and b;𝑈𝑚𝑖𝑛  is the minimum distance between

amplitude feature points; 𝑈𝑖  is the secondary interval of

motion amplitude; R is the distance threshold between the 

amplitude feature points; ϖ(W) is the amplitude at the location 

of each feature point. 

The direction of each amplitude feature point can be 

determined as: 
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where, 𝜇(𝑥,𝑦) is the window of cluster center of the amplitude

feature points; 𝑃(𝑥,𝑦) is the cumulative gradient direction of the

amplitude feature points; 𝐸(𝑥,𝑦)  is the gradient square

histogram of the direction of each amplitude feature point; 𝐾𝑖

is the normalized length of the eigenvector; ε(p) is the 

direction vector of the feature point. 

The eigenvector of each amplitude feature point can be 

calculated as: 
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where, 𝑍(𝑎, 𝑏, 𝑐) are the feature point coordinates of the 3D 

motion space;𝐴 ∘ 𝐵 is the azimuth of the feature point plane; 

ϖ(p) is the spatial attitude of the amplitude feature point. 

The mapping in the plane of the two cameras can be 

obtained as: 
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where, 𝑂1 and 𝑂2 are the optical centers of the two cameras,

respectively; f is the focal length of each camera; T is the focal 

length between the two cameras; Z is the distance of the 

motion amplitude to the plane of the two cameras; 𝑅𝑇  are the

internal and external parameters of the left and right cameras; 

𝑃𝑟  is the internal parameter between the two cameras; 𝑇𝑓is the

distortion coefficient of each camera. 

The 3D visual motion amplitude in sports training can be 

finalized by the following equation: 

( ) { , , }
( , )

( , , )

pr pr pr
x y

m

v g x y z
V V

x y z



=


(8) 

where, v(g) is the total number of elements in the set of 

matching points in the amplitude space. 

As above, the traditional principles can complete the 

tracking of 3D motion amplitude in sports training, laying the 

basis for wrong motion recognition. However, it is impossible 

to obtain the complete contour feature by these principles, 

which dampens the recognition accuracy. To solve the 

problem, this paper proposes a 3D visual image recognition 

method based on contourlet domain edge detection, and 

applies it in the recognition of the wrong motions of athletes. 

Before the 3D visual recognition of wrong motions, it is 

necessary to visually reconstruct the human motion image and 

analyze the visual features of human motions.

The body interaction reconstruction model [17] was 

established for wrong motion correction in motion recognition. 

The first step to model construction lies in feature extraction. 

When the body is in motion, each posture has its unique 

features. The same motion may be recognized differently with 

different recognition systems. Here, the visual feature 

acquisition method was employed to distinguish the wrong 

motions. The structure feature model of human motions is 
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illustrated in Figure 1 below. 

Figure 1. Structure feature model of human motions 

Assuming that the human skeleton in Figure 1 has N joints, 

the world coordinate systems A and B were constructed based 

on the Denavit-Hartenberg (D-H) notation [18] for the spatial 

pose of the mathematical model of the kinematics chain. The 

D-H method can handle the key steps of the mapping from the

Descartes space. The contour features of human motions can

be extracted with the structural feature model. The extracted

image matrix can be expressed as:

[ '' ]edge mnE l M N=  (9) 

To recognize the wrong motions, the characteristic variables 

of each posture can be calculated as: 

'' ''
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where, W is a 3×3 window centered on the edge intensity (m, 

n). Through the analysis on the structural features of human 

motions, the background image B of an athlete (x, y)(x∈[0,W-

1],y∈[0,H-1]) can be extracted from the background of the 

human motion image. Then, the background image B and the 

target image I were divided into (W/2)×(H/2) grids. Each grid 

can be described as: 

( , )( [0,int( 2) 1], [0,int( 2) 1])P i j i W j H −  − (11) 

where, W and H are the width and height of the human motion 

image, respectively. Each grid was imported to the structural 

feature model of human motions, and sorted according to the 

background image, thus completing the visual reconstruction 

process. 

The visual features of the wrong motions were analyzed 

based on the visual reconstruction. Without changing the 

meaning of the parameters, the grid pheromone of the edge 

contour of a single frame in the human motion image can be 

obtained as: 

𝑚𝑖𝑛 𝐹(𝑥) = (𝑓1(𝑥), 𝑓2(𝑥), . . . , 𝑓𝑚(𝑥))𝑇

s.t. 𝑔𝑖 ≤ 0, 𝑖 = 1,2 … , 𝑞, ℎ𝑗 = 0, 𝑗 = 1,2, . . . , 𝑝
(12) 

where gi and hj are the moments of inertia of the body around 

the y-axis and the x-axis, respectively; q and p are the length 

and the width of the motion trajectory network, respectively; 

fm(x) is the pixel intensity of the edge corner point. 

The grid pheromones were clustered to obtain the wrong 

feature information of the human motion image, and the 

feature information was filtered to perform curve 

segmentation on the wrong motion features. To analyze the 

wrong amplitude features, it is necessary to set up the 

following 3D viewpoint switching equations: 

. .

cos cos ,  sin

cos sin v

x V y V

z V

 




=  =

= − 

(13) 

2sin cosy    


= + (14) 

where, x, y, z are the centroid coordinates of the human motion 

image; ψv is the switching angle of the motion region. Figure 

2 shows the process of the visual analysis on wrong motions. 

Figure 2. The process of the visual analysis on wrong 

motions 

The visual reconstruction and feature analysis pave the way 

for 3D visual recognition of the wrong motions of athletes. To 

enhance the reconstruction effect, the distribution of each 

modeling point should be obtained by a suitable corner 

matching method and the motions should be discriminated. 

Hence, the author proposed a 3D visual recognition method 

based on the contourlet domain edge detection, which is 

implemented as follows. 

For a grayscale image on human motions g(x, y), a small 

sub-region w∈g was extracted from the image, and the sub-

region image was moved both horizontally and vertically. The 

displacements are respectively denoted as x and y. The square 

of the grayscale change through the movement can be 

computed as: 

𝑔(𝑥, 𝑦) = {
𝑏0,   𝑓(𝑥, 𝑦) < 𝑇

𝑏1,   𝑓(𝑥, 𝑦) ≥ 𝑇
(15) 

Here, corner feature acquisition of body boundary contour 

is carried out through scale-invariant feature transform (SIFT). 

The grayscale of all frames at (x, y) can be calculated as: 

𝑃(𝑖, 𝑗) = {
1,  |

1

4
[𝐵𝐺 − 𝐼𝐺]| − 𝑌𝐺 × 𝑔(𝑥, 𝑦) > 0

0,       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(16) 

Next, the contourlet domain edge detection algorithm was 

designed. The image contourlet domain matrix was 

established in the form of a Hessian matrix: 
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D = [
𝐼𝑥

2 𝐼𝑥𝐼𝑦

𝐼𝑥𝐼𝑦 𝐼𝑦
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where, 𝐼𝑥 is the wrong feature of the human motion image; 𝐼𝑦

is the vertical amplitude of a motion; 𝐼𝑥𝐼𝑦  is the correlation

between the wrong motion and the correct motion. Through 

the first-order Taylor expansion, the eigenvector of the 

contourlet domain can be obtained as: 
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The following equation can be obtained from Eqns. (18) and 

(19): 
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Thus, the grayscale change of the sub-region was converted 

into two eigenvalues of the structural matrix M(x, y): λ1 and λ2. 

Then, the local structure matrix M was taken as a correlation 

function, and used to judge whether the detection point (x, y) 

is a corner point of the image. The judgement was made based 

on the two eigenvalues in the local structure matrix M. Let 

pm(m) be the probability density function of the non-

subsampled contourlet transform (NSCT) and pn(n) be the 

probability density function of noise. Then, the relationship of 

the SIFT corner point of the edge feature can be obtained as: 
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where, I(x, y) is the grayscale of the edge feature at (x, y); L(x, 

y, σ) is the information entropy space; G(x, y, σ) is the modal 

tracking corner information of the edge feature. 

Through the above steps, the contour curve of the wrong 

motions was drawn by the SIFT corner detection algorithm, 

and the contourlet domain was smoothed, which marks the end 

of the 3D visual recognition of wrong motions. 

3. RESULTS AND DISCUSSION

This section attempts to verify the effectiveness of the 

proposed method in wrong motion recognition and 3D feature 

analysis. Thus, a 3D kinematics model of human motions was 

constructed and the 3D characteristic variables were calculated. 

Table 1 lists the variables of the 3D kinematics model for 

athletes. 

According to the 3D model parameters, the motion features 

were collected from the human motion image. During the 

feature acquisition, the jitter was -130Bm, the resolution was 

0.5m and the pixel number was 540*400. The color tone of 

wrong recognition was divided into 16 levels. If a wrong 

recognition happens, the grayscale will be set to white and the 

interference signal will be added. For every 1s increase in the 

signal near 70s, the motion features were disturbed for 1s. 

Based on these settings, the author plotted a 3D visual image 

(Figure 3) from the original human motion image. 

Table 1. The variables of the 3D kinematics model for 

athletes 

i qi/r 𝜶𝒊/𝒓 𝜶𝒊
′/𝒎𝒎 𝒅𝒊/𝒎𝒎 BM 

1 q1 -π/2 Is 1 [-π/4,π/2] 

2 q2-π/2 -π/2 1 0 [-π/4,π/2 

3 q3+π/2 π/2 0 Iu [-π/2,π/2] 

4 q4 -π/2 0 0 [0,π/4] 

5 q5 π/2 0 If [0, π/2] 

6 q6+π/2 -π/2 0 0 [-π/2,π/4] 

7 q7 π/2 Ih 0 [-π/2,π/4] 
Note: i is the number of variables; 𝑞𝑖 and 𝛼𝑖 are the spatial coordinates of the

athlete during the exercise; 𝛼𝑖
′ and 𝑑𝑖 are spatial position and motion distance 

of the athlete during the exercise, respectively; BM is the body motion 

constraint. 

Figure 3. Original human motion image 

As shown in Figure 3, the original human motion image 

contained some wrong amplitude features. To correct the 

amplitude, it is necessary to identify and extract the wrong 

motions. The visual reconstruction and feature analysis of 

human motion were carried out. The edge detection features 

were extracted by edge detection algorithm. The extraction 

effect of wrong amplitude features is shown in Figure 4 below. 

Figure 4 shows that our algorithm effectively extracted and 

recognized wrong amplitude features, and enhanced the ability 

of motion correction and recognition. Under the edge detection 

of the contourlet domain, the proposed algorithm was 

compared with the improved inverse kinematics algorithm in 

terms of the wrong motions. The original image, the result of 

the contrastive algorithm and that of our algorithm are 

respectively displayed in Figures 5~7 below. 

Obviously, our algorithm outperformed the improved 

inverse kinematics algorithm in motion amplitude tracking. 

The good performance of our algorithm is mainly attributable 

to the advantage in calibration. The contrastive algorithm 

calibrates the camera imaging plane according to the pinhole 

camera model. 

Figure 8 compares the 3D visual recognition results of the 

two algorithms on wrong motions in sports training. Our 

algorithm still outshined the contrastive algorithm in all 

aspects. 
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Figure 4. Extraction effect of wrong amplitude features 

Figure 5. Original image 

Figure 6. Result of the contrastive algorithm 

Figure 7. Result of our algorithm 

Figure 8. 3D visual recognition results of the two algorithms 

on wrong motions 

4. CONCLUSIONS

This paper designs a 3D visual image recognition method 

based on contourlet domain edge detection, and applies it to 

the recognition of athlete’s wrong motions in sports training. 

Firstly, the visual reconstruction and feature analysis of human 

motions were carried out, and the edge detection features were 

extracted by edge detection algorithm. Then, a 3D visual 

motion amplitude tracking method was proposed based on 

improved inverse kinematics. The simulation results show that 

the proposed algorithm can effectively realize the recognition 

of 3D visual images of athlete motions, and improve the 

correction and judgment ability of athlete motions. 
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