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 With the development of computer vision, facial expression recognition has become a 

research hotspot. To further improve the accuracy of facial expression recognition, this 

paper probes deep into image segmentation, feature extraction, and facial expression 

classification. Firstly, the convolution neural network (CNN) was adopted to accurately 

separate the salient regions from the face image. Next, the Gaussian Markov random field 

(GMRF) model was improved to enhance the ability of texture features to represent image 

information, and a novel feature extraction algorithm called specific angle abundance 

entropy (SAAE) was designed to improve the representation ability of shape features. After 

that, the texture features were combined with shape features, and trained and classified by 

the support vector machine (SVM) classifier. Finally, the proposed method was compared 

with common methods of facial expression recognition on a standard facial expression 

database. The results show that our method can greatly improve the accuracy of facial 

expression recognition. 
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1. INTRODUCTION 

 

Facial expression directly reflects the real-time emotions of 

humans, offering a more direct and authentic way to exchange 

information than language. In recent years, great advancement 

has been made in facial expression recognition, with the 

continuous progress in computer vision and artificial 

intelligence (AI). Facial expression recognition is increasingly 

applied to such fields as education, medical, business, and 

transport. Despite the wide application, there are many 

problems in facial expression recognition. The most prominent 

problem is the low accuracy, which limits the further 

application of facial expression recognition. 

The accuracy of facial expression recognition is greatly 

affected by the imaging environment and object. Any variation 

in the imaging environment will bring a change to the image 

background. As for the object, the hair has a certain occlusion 

effect on the face area, and the clothes determine the color 

diversity of the image, affecting the extraction of texture. 

Therefore, face images must be preprocessed, and the 

processing effect directly bears on the result on facial 

expression recognition. In addition, facial expression changes 

with the actions of facial muscles. To capture the subtle 

changes of facial expression, more details of facial changes 

must be extracted. 

In facial expression recognition, the most important steps 

are feature extraction and feature fusion. The purpose of 

feature extraction is to get the mathematical data that can 

effectively describe image information, and improve the 

accuracy of image classification. The ability of the extracted 

features to represent image information determines the final 

effect of facial expression recognition. Feature fusion is to 

merge the various features extracted from the image. In this 

paper, the accuracy of facial expression recognition is 

improved by processing the texture and shape features of the 

image. 

 

 

2. LITERATURE REVIEW 

 

Facial expression recognition has long been a research 

hotspot. Based on abundant data and experimental results, 

Ekman and Friesen [1] divided facial expressions into six 

widely recognized categories, namely, happiness, disgust, 

sadness, fear, surprise, and anger, and sums up the theories on 

expression recognition, laying a solid basis for the research of 

facial expression classification. Pu et al. [2] attributed the 

variation in facial expressions to the actions of facial muscles 

triggered by the nerve impulses at emotional changes, 

suggested that the changing facial expressions will cause facial 

features (e.g. eyes, mouth, and nose) to move and deform, and 

proposed an estimation method for facial expression by 

extracting the optical flow from the facial texture features. 

Uçar et al. [3] designed a radial basis function (RBF) 

network, capable of mining the correlation between the motion 

patterns of facial features and human facial expressions, and 

applied the trained network to analyze facial expressions. Lu 

et al. [4] transformed face images into eigenvectors for two-

dimensional (2D) discrete cosine transform, and treated 

single-layer feedforward neural network as the classifier, 

aiming to improve the generalization and classification of 

facial expressions. Lee and Ro [5] created a novel feature of 

facial expressions, which encodes the amplitude and direction 

of the edges of the region of interest (ROI) to express different 

facial expression features, and demonstrated that the feature is 

highly robust to noise and illumination changes. 

To recognize facial expressions in videos, Lopes et al. [6] 

proposed a three-dimensional (3D) convolutional neural 

network (CNN), consisting of a 3D Inception-ResNet layer 

and a long short-term memory (LSTM) unit, and 
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experimentally demonstrated the effectiveness of the network. 

To enhance the resistance of local edge-based expression 

features to position change and noise, Chen and Hu [7] 

presented a local prominent direction pattern algorithm that 

selects the effective edge and encodes it by searching the local 

neighborhood of the image, thereby reducing the impact of 

position change on the effectiveness of features. Gu et al. [8] 

improved the original Gabor features to promote the poor 

performance of global features and reduce the redundancy of 

feature data, and developed a feature combination method to 

extract expression features.  

Wang et al. [9] studied the relationship between facial 

expression changes and facial muscles, and put forward a 

facial expression modeling method based on interval algebraic 

Bayesian network, which can simultaneously extract spatial 

and temporal sequence features of the face, and speed up 

training and classification. Zhao and Zhang [10] improved the 

local discriminant analysis (LDA) for facial expression 

recognition and classification, and manifested the strong 

robustness of the improved method. Xu et al. [11] developed a 

detail aware migration network for facial expression 

recognition. The network can extract the features of receptive 

field at various scales, reduce the loss of high-level features of 

the image, and reduce the number of network parameters and 

training time. Sultana et al. [12] improved the accuracy of 

facial expression recognition by the local binary pattern (LBP) 

based on feature points. 

 

 

3. CNN-BASED FACE REGION SEGMENTATION 

 

Image preprocessing [13] is the first step of image 

processing, and a key link in facial expression recognition. The 

purpose of preprocessing face image is to extract the features 

of facial expressions from the region of interest (ROI) [14]. 

The quality of the extracted features hinges on the 

preprocessing effect, exerting a huge impact on the training 

effect and the accuracy of facial expression recognition.  

In the facial expression dataset, the face images have 

different illuminations and backgrounds. Besides, the face and 

lip regions vary from image to image, and the hairstyle and 

clothes change from object to object. As a result, it is of great 

necessity to preprocess face images. 

 

3.1 Face region separation 

 

Face image preprocessing includes two steps: face region 

separation, and face region segmentation. The former aims to 

separate the face region from the original image by eliminating 

the interference of hair, clothes, and other factors, and the 

latter aims to divide the segmented face region into different 

subblocks. 

In the facial expression dataset, each face image has a 

unique background, and each object has his/her unique 

hairstyle and face size. These factors must be considered 

during the feature extraction from face images. 

 

 
 

Figure 1. An example of face image from facial expression 

dataset 

As shown in Figure 1, the woman is making a smile 

expression. The shape and position of her hair, together with 

the proportion of hair in the image area, will greatly influence 

the extraction of texture features: the hair region will increase 

the intra-class difference of feature information, and lower the 

accuracy of facial expression recognition. To make accurate 

recognition of facial expressions, it is very important to 

separate the face region from the original face image, that is, 

remove the hair, clothes, and background. After the separation, 

the whole image is occupied by the face region (Figure 2), 

eliminating the impacts of face position and face proportion on 

feature extraction. 

 

 
 

Figure 2. The image after face region separation 

 

3.2 Face region segmentation 

 

On the face image, the variation of facial expression is very 

subtle. By separating the face region from the image, many 

negative factors on facial expression recognition are excluded. 

But face image segmentation alone is not enough. If features 

are extracted from the entire face region, it will be difficult to 

prevent the loss of some feature information, and distinguish 

between different features. 

Therefore, this paper proposes a method for face region 

segmentation. After being separated from the dataset, the face 

region was divided into a number of subblocks. Depending on 

the actual image size of the dataset, each face region can be 

divided into 9, 16, 25, 36, 49, or 64 subblocks. After the 

segmentation, each subblock can be compared to acquire the 

details of expression changes, and better recognize the facial 

expression. This is obviously more refined than the 

recognition based on the entire face region. 

Since the position and shape of facial features change with 

facial expressions, the variation of facial features was taken as 

the basis of facial expression. Because of the physiological 

structure, the ears and nose will not change much when 

humans change facial expressions. Therefore, these facial 

organs were neglected in feature extraction. During the change 

of facial expression, the eyebrows could either raise or frown, 

which contribute little to the discrimination between different 

facial expressions. Considering the individual difference in 

eyebrow shape, the eyebrows were also excluded from feature 

extraction. Despite having richer changes, the eyes only 

account for a small proportion in the face region, failing to 

provide sufficient information to distinguish between facial 

expressions. The eyebrows and eyes is illustrated in Figure 3. 

 

 
 

Figure 3. The recognition of eyebrows and eyes 

 

Through the above analysis, the mouth was chosen as a 

factor to recognize facial expressions, for its diverse changes 
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between facial expression: the mouth opens wide in the 

surprise expression, goes up in the happiness expression, and 

droops in the sadness expression. Moreover, the mouth, 

covering a larger area than the eyes, makes it easier to 

differentiate between different classes of shape features. 

To extract the shape features of different facial expressions, 

the mouth region was segmented by the full convolutional 

network (FCN) [15]. In the traditional CNN, the input images 

must be consistent in size, due to the presence of the fully 

connected layer. The FCN eliminates the fully connected layer, 

allowing the input images to have random size. Figure 4 

provides an example of mouth region extracted by the FCN. 

 

 
 

Figure 4. An example of mouth region segmentation 

 

 

4. DESIGN OF FEATURE FUSION ALGORITHM 

 

The features obtained by a single feature extraction 

algorithm cannot represent the information of the entire face 

image. To solve the problem, this paper designs an improved 

feature fusion algorithm based on Gaussian Markov random 

field (GMRF). 

 

4.1 LBP-based improved GMRF model 

 

The difficulty of facial expression recognition lies in the 

extraction of the details on facial expressions. The original 

GMRF model is not sufficiently refined to achieve this 

purpose. Therefore, this paper improves the GMRF model by 

fusing LBPs. 

In the GMRF model, the number of pixels in the 

neighborhood of the central pixel differs with the orders. The 

LBP features require eight (or multiples of eight) 

neighborhood pixels. If the feature order of GMRF is two, 

there are eight pixels in the neighborhood. If the order is five, 

there are 24 pixels in the neighborhood. The number of 

neighborhood pixels under the two orders is the minimum 

number of LBP coding and integer times. Therefore, the 

GMRF features of these two orders were selected as the 

objects of improvement. 

In the second-order GMRF, there are eight pixels in the 

neighborhood of the central pixel, and the traditional LBPs are 

encoded in the order of the basic method. The traditional LBP 

value of neighborhood centering on pixel 𝑣 can be expressed 

as: 

 

𝐿𝐵𝑃𝑆,𝑇(𝑥𝑐 , 𝑦𝑐) = ∑ 𝑉(𝑔𝑆 − 𝑔𝑁)2𝑆

7

𝑆=0

  𝑉(x)

= {
1  𝑥 ≥ 0
0  𝑥 < 0

 

(1) 

 

In the fifth-order GMRF, there are 24 pixels in the 

neighborhood of the central point, which is encoded clockwise 

from the top left corner of the layer. The LBP is encoded 

according to this coding sequence, producing three LBP values. 

The traditional LBP value of neighborhood centering on pixel 

v can be expressed as: 

 

𝑉
𝐿𝐵𝑃(𝑆,𝑇)

′
(𝑣) = ∑ 𝑉(𝑔𝑆 − 𝑔𝑣)2𝑆

7

𝑆=0

 𝑅 = 1 

𝑉
𝐿𝐵𝑃(𝑆,𝑇)

′′
(𝑣) = ∑ 𝑉(𝑔𝑆 − 𝑔𝑣)2𝑆

15

𝑆=8

 𝑅 = 2 

𝑉
𝐿𝐵𝑃(𝑆,𝑇)

′′′
(𝑣) = ∑ 𝑉(𝑔𝑆 − 𝑔𝑣)2𝑆

23

𝑆=16

 𝑅 = 2 

(2) 

 

The main idea of the improved GMRF algorithm is to fuse 

the LBPs, and estimate the eigenvectors by the GMRF. It can 

be implemented in the following steps: 

Step 1. Fusion between LBP and GMRF 

Image feature fusion is the primary method to amplify the 

number of features, and enhance the effectiveness of 

information in image processing. Through the fusion, multiple 

features can be used simultaneously to represent the 

information contained in the image. The fused features 

facilitate the computer analysis and interpretation of image 

information. The original central neighborhood of the GMRF 

can be fused with the LBPs as a linear equation. The linear 

equations for the second- and fifth-order GMRFs fused with 

LBPs can be respectively expressed as: 

 

𝑓(𝑣) = ∑ 𝜌𝑗
∗[𝑓(𝑣 + 𝑗) + 𝑓(𝑣 − 𝑗)]

𝑗∈𝑁

+ 𝜌𝑗+1
∗ ∙ 𝑉𝐿𝐵𝑃

+ 𝜌𝑗+2
∗ ∙ 𝑉𝐿𝐵𝑃 + 𝜀(𝑣) 

(3) 

 

𝑓(𝑣) = ∑ 𝜌𝑗
∗[𝑓(𝑣 + 𝑗) + 𝑓(𝑣 − 𝑗)]

𝑗∈𝑁

+ 𝜌𝑗+1
∗ ∙ 𝑉𝐿𝐵𝑃

′

+ 𝜌𝑗+2
∗ ∙ 𝑉𝐿𝐵𝑃

′′
+ 𝜌𝑗+3

∗ ∙ 𝑉𝐿𝐵𝑃

′′′

+ 𝜌𝑗+4
∗ ∙ 𝑉𝐺𝐵𝑃

′
+ 𝜌𝑗+5

∗ ∙ 𝑉𝐺𝐵𝑃

′′

+ 𝜌𝑗+6
∗ ∙ 𝑉𝐺𝐵𝑃

′′′
+ 𝜀(𝑣) 

(4) 

 

where, N is the neighborhood of point v; j is the neighborhood 

radius; 𝜌 is the coefficient of GMRF; 𝑉𝐿𝐵𝑃 is the LBP value of 

the neighborhood; VGBP is the improved LBP value; 𝜌𝑗
∗ is the 

new coefficient of the improved GMRF model. 

Step 2. Model construction 

For each neighborhood central point in the image, N×N 

equations about f(v) can be obtained. The improved GMRF 

model can be defined as: 

 

𝑦 = 𝑄𝑇𝜌∗ + 𝜀 (5) 

 

where, ρ* is the eigenvector to be estimated. 

Step 3. Eigenvector estimation 

The parameter ρ* can be estimated by the least squares 

criterion: 

 

�̂�∗ = (∑ 𝑄𝑉𝑄𝑉
𝑇

𝑉

)

−1

(∑ 𝑄𝑉𝑓𝑉

𝑉

) (6) 

 

4.2 Shape feature extraction by specific angle abundance 

entropy (SAAE) 

 

When the facial expression changes, the mouth shape in the 

face region will also change, which inspires the study of facial 

expression recognition from organ shape. The SAAE [16] is a 
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shape feature extraction method, capable of depicting the 

mouth shapes under different facial expressions. 

 

 
 

Figure 5. The SAAE curves of the mouth in 10 dimensions 

under different facial expressions 

 

The SAAE introduces entropy, a statistical concept, into 

feature expression. The abundance entropy of a specific angle 

is a shape feature. The SAAE feature describes the uncertainty 

of the edge contour of each subregion, after the mouth is 

divided by the centroid point based on the angle. Firstly, the 

transverse distance between the edge point and the centroid of 

each subregion was calculated. Then, the entropy of the 

distance in each subregion was computed. The smaller the 

entropy, the closer the edge to the line. The entropy of the 

transverse distance between the edge point and the centroid of 

each subregion constitutes the edge shape feature of the mouth. 

To calculate the abundance entropy of the mouth at each 

angle, it is necessary to solve the coordinates (𝑂𝑥, 𝑂𝑦) of the 

centroid 𝑂 of the mouth. Let 𝑃(𝑃𝑥, 𝑃𝑦) be the coordinates of 

each non-zero edge pixel. Then, the angle 𝛼 between the pixel 

and the sine of the centroid can be calculated by: 

�̂� = 𝑡𝑎𝑛−1 (𝑃𝑦 − 𝑂𝑦) (𝑃𝑥 − 𝑂𝑥)⁄ × 180 𝜋⁄  (7) 

  

 

{
𝛼 = �̂�           �̂� < 0
𝛼 = 360 + �̂�  𝑒𝑙𝑠𝑒

 
(8) 

 

where, �̂� is multiplied by 180/π to convert the arccosine into 

degrees. After the conversion, the value of 𝛼 falls in the range 

of (-180, 180). 

The abundance shape entropy can be calculated for each 

subregion of the mouth: 

 

𝐻𝐸𝐶
= − ∑ 𝑃𝑖,𝑗𝑙𝑜𝑔𝑎𝑃𝑖,𝑗

(𝑖,𝑗)∈𝐸𝐶

 (9) 

 

𝑃𝑖𝑗 = 𝑑𝑖𝑗 ∑ 𝑑𝑖𝑗

(𝑖,𝑗)∈𝐸𝐶

⁄ = |𝑗 − 𝑂𝑥| ∑ |𝑗 − 𝑂𝑥|

(𝑖,𝑗)∈𝐸𝐶

⁄  (10) 

 

where, 𝑑𝑖𝑗  is the horizontal axis distance between pixel (i, j) 

on a specific angle contour and the centroid of the whole 

contour; 𝐻𝐸𝐶
 is the entropy of contour 𝐸𝐶 ; 𝑃  is the length 

distribution probability at pixel (i, j). 

To sum up, the SAAE method divides the mouth region into 

different subregions by angle. The transverse distance between 

the edge pixel and the centroid is calculated for each subregion, 

and the entropy of each subregion is taken as a feature 

dimension of the SAAE. Therefore, the eigenvector 

dimensions of the abundance entropy of the mouth angle are 

different under different angles. 

Here, the mouth region of a face is divided into 1-15 

dimensions, and the SAAE shape features are extracted under 

different dimensions. Figure 5 shows the SAAE curves of the 

10 dimensions under different facial expressions. 

 

 

5. EXPERIMENTS AND RESULT ANALYSIS 

 

The effectiveness of the proposed improved GMRF and 

SAAE feature extraction methods were verified through 

experiments on the Japanese Female Facial Expression 

(JAFFE) Database. The database provides face images on 

many people with seven facial expressions: anger, disgust, fear, 

happiness, neutral, sadness, and surprise. Each person has two 

or four images of each facial expression. 

Two cases were designed for the experiments: First, the 

features were obtained from the entire face region, before 

being trained and classified by support vector machine (SVM); 

Second, the features were obtained from different subregions 

of the face region before being trained and classified by the 

SVM. In both cases, the results of the improved GMRF was 

compared with those of the original GMRF. 

 

Table 1. The accuracies of facial expression recognition by 

the second- and fifth- order GMRFs 

 
Number of 

subregions 

Second-order 

GMRF 

Fifth-order 

GMRF 

1 0.3018 0.3877 

9 0.5382 0.6338 

16 0.5941 0.6229 

25 0.7243 0.7102 

36 0.6815 0.6815 

49 0.7243 0.7102 

64 0.7102 0.5672 
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Table 2. The accuracies of facial expression recognition by 

the second- and fifth- order improved GMRFs 

 
Number of 

subregions 

Second-order 

improved GMRF 

Fifth-order 

improved GMRF 

1 0.3621 0.4635 

9 0.5382 0.6667 

16 0.6527 0.6938 

25 0.7531 0.7386 

36 0.7386 0.7927 

49 0.7927 0.8113 

64 0.7243 0.6522 

 

The feature dimensions of the second-order GMRF fused 

with LBPs and fifth-order GMRF fused with LBPs are 6 and 

18, respectively. Tables 1 and 2 compare the accuracies of 

facial expression recognition by the second- and fifth- order 

GMRFs with those achieved by the improved GMRFs on the 

same orders. 

As shown in Tables 1 and 2, the improved GMRFs achieved 

better recognition accuracy than GMRFs in most cases of 

using the entire face region. With the growing number of 

subregions (i.e. the details of facial expressions), the 

recognition accuracy of each method firstly increased. 

However, the recognition accuracy started to decrease, after 

the number reached 64. This is because each subregion has too 

few pixels, when the face region is divided into too many 

subregions. To extract the details of the face image, special 

attention should be paid to the relationship between image size 

and the number of subregions. 

 

 
 

Figure 6. The comparison between second-order GMRF and 

improved GMRFs with different subregion combinations 

 

To further verify the effectiveness of feature fusion, the 

LBPs and GMRF features extracted with different number of 

subregions were combined, and classified by the SVM. 

Figures 6 and 7 compare the recognition accuracies achieved 

by the GMRFs and improved GMRFs of the second and fifth 

orders, at different subregion combinations. 

As shown in Figures 6 and 7, the fusion of features extracted 

from different subregions promotes the recognition accuracy 

of facial expressions. The greater the number of subregions, 

the higher the recognition accuracy. The reason is that more 

image details are obtained from the various subregions. 

However, the recognition accuracy plunged for the 

combination between 9 and 64 subregions, for the 64 

subregions each contain too few pixels. The limited number of 

pixels is sufficient to characterize the facial expressions, 

pushing up misclassification. 

 

 
 

Figure 7. The comparison between fifth-order GMRF and 

improved GMRFs with different subregion combinations 

 

Texture features and shape features describe the facial 

expressions in the face image from different angles. To further 

improve the effectiveness and comprehensiveness of feature 

information, the GMRF features fused with LBPs were 

combined with mouth SAAE features, and then trained and 

classified by the SVM. The recognition accuracies were 

compared with different subregion combinations. 

 

Table 3. The recognition accuracies of improved GMRF 

combined with SAAE features 

 
Subregion 

combination 

Second-order 

GMRF 

Fifth-order 

GMRF 

9-16 0.8556 0.8992 

9-25 0.8992 0.8992 

9-36 0.9297 0.9421 

9-49 0.9297 0.9297 

9-64 0.9297 0.8556 

 

As shown in Table 3, compared with using texture features 

alone, the recognition accuracy of facial expressions was 

further improved by combining SAAE features with the 

GMRF features fused with LBPs. 

 

 

6. CONCLUSIONS 

 

To refine the facial expression features extracted by a single 

method, this paper proposes a novel feature fusion algorithm 

based on GMRF model. The GMRF features were fused with 

LBPs to enhance the size relationship between local pixels and 

the overall mean of the image. Next, an SAAE shape feature 

extraction algorithm was developed to extract the shape 

features of mouth in different facial expressions. Then, the 

improved GMRF texture feature algorithm was combined with 

the SAAE features extracted from the mouth. Experimental 

results show that the combination between improved GMRF 

and SAAE enriches the details of facial expressions, enhances 

the ability of feature data to describe the original image, and 

improves the recognition accuracy of facial expressions. 

This paper only deals with static images of positive faces. 

However, the face images in actual applications are often very 

complex. Therefore, the future research will focus on facial 

recognition from multi-perspective and dynamic images or 

videos. 
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